==X JOURNAL OF
- ASCIENCE[ONINATIURAISRESOURCES
ISSN 08126-78608 MM@ EW@@MM@Mﬁ

HANOI UNIVERSITY OF NATURAL RESOURCES AND ENVIRONMENT

BREAKTHROUGHS IN THE DEVELOPMENT OF SCIENCE, TECHNOLOGY,
INNOVATION AND NATIONAL DIGITAL TRANSFORMATION




JOURNAL OF SCIENCE ON NATURAL
RESOURCES AND ENVIRONMENT

EDITOR IN CHIEF
Assoc.Prof.Dr. Le Thi Trinh

VICE EDITORS IN CHIEF
Assoc.Prof.Dr. Nguyen Ba Dung

MEMBERS OF THE EDITORIAL BOARD

1. Assoc.Prof.Dr. Hoang Anh Huy

2. Prof.Dr. Huynh Thi Lan Huong

3. Prof.Dr. Pham Quy Nhan

4. Assoc.Prof.Dr. Nguyen Ngoc Thanh
5. Assoc.Prof.Dr. Tran Duy Kieu

6. Assoc.Prof.Dr. Nguyen Hoan

7. Dr. Pham Anh Tuan

8. Dr. Nguyen Hong Lan

9. Assoc.Prof.Dr. Phi Truong Thanh
10. Assoc.Prof.Dr. Nguyen Thi Hong Hanh
11. Assoc.Prof.Dr. Tran Xuan Bien

12. Assoc.Prof.Dr. Pham Thi Mai Thao
13. Assoc.Prof.Dr. Trinh Thi Tham

14. Dr. Le Phu Hung

15. Assoc.Prof.Dr. Trinh Le Hung

16. Assoc.Prof.Dr. Mai Van Khiem

17. Prof.Dr. Dang Kim Chi

18. Assoc.Prof.Dr. Do Thi Tam

19. Prof.Dr. Dang Kim Chi

20. Prof.Dr. Mai Trong Nhuan

21. Prof.Dr. Tran Thuc

PUBLISHING LICENCE
No. 367/GP-BTTTT, dated September 2912023 of the
Ministry of Information and Communications

PUBLISHED
Chau Anh Print Co.,Ltd

EDITORIAL OFFICE
No, 41 A Phu Dien road, Phu Dien ward,
Hanoi, Vietnam
Tel: 84-24-37645798; Fax: 84-24-38370597
Email: tapchikhtnmt@hunre.edu.vn
ISSUING SCOPE: Public Issue

DISTRIBUTOR: Department of Science
Technology and International Relations

ISSN 0866 - 7608

CONTENTS
No. 60 * 2025

1. Nguyen Quang Minh, Tran Xuan Truong, Luu Thanh
Trung, Nguyen Thi Linh Giang, Nguyen Duc Manh: Geological
- geomorphological values and conservation, the world’s natural
heritage of Ha Long Bay, Quang Ninh, Vietnam

2. Nguyen Thi Thuy Hanh, Quach Thi Chuc: Using Sentinel-1
SAR radar imagery to assess forest protection effectiveness in Cuc
Phuong National Park, Vietnam

3. Nguyen Thi Lam, Nguyen Ha Linh, Nguyen Thanh Long:
Assessment of water quality in Dau Tieng lake irrigation system in
the Southeast region, Vietnam 2024

4. Do Thi Thuy, Pham Phuong Thao: Fabrication of a cation
PB?" based on multi-walled carbon nanotubes and aluminum oxide
nanoparticles

5. Tran Thanh Le, Nguyen Duy Thanh Cong, Vu Duy Hung:
Investigating the interaction between surface water of the Red

River and groundwater in the holocene aquifer in Thuong Cat, Hanoi.54

6. Duong Dang Khoi: Factors affecting residential land price in
Ha Dong district, Ha Noi city

7. Vu My Linh, Vu Thi Thuy Ngan, Lam Tran Thi Ngoc:
Project-based learning and its effectiveness in enhancing speaking
skills of non-English major students..

8. Mai Quang Tuan, Nguyen Hong Dang,

Trang: Research on applying Mike 11 model to evaluate the quality
of water receiving source from Vinh Yen domestic wastewater
treatment plant

9. Nguyen Thi Thu Nhan, Nguyen Khac Linh, Kieu Th
Trang, Mai Huong Lam: Long-term field effects of fresh and aged
biochar on soil microbial community structure

10. Dang Thanh Tung, Do Nhu Hiep: Application of Landsat-9
satellite imagery data on the google earth engine platform to assess
the level of LST variation in Thanh Hoa city

11. Chinh Kien Nguyen, Tuan Anh Nguyen, Thanh Huong
Duong Thi, Thanh Hang Do, Hang Nguyen Thi: Evaluation
and selection of sea surface temperature data to calculate rainfall
in Hue city

12. Dang Thu Hang, Bui Thi Then: Developing and testing a set
of evaluation criteria for land price tables based on value zones and
standard land plots: A case study in O Mon ward, Can Tho city

13. Tran Canh Duong, Le Thi Huong: Comparative performance
of linear regression and neural network in forecasting air quality
index (AQI) in Hanoi

14. Hoang Thi Huong, Tran Thi Ngoc La Investigating
reading strategies of English major undergraduates at a public
university in Hanoi

15. Bui Thi Thu Trang, Nguyen Khac Thanh, Doan Thi Lam
Oanh, Khuc Le Minh Thu, Nguyen Thuy Trang, Pham Minh
Trang, Lang Ngan Anh: Emission inventory of pig husbandry
activities in Lien Minh commune, Ninh Binh province ..
16. Pham Thi Hong Phuong, Bui Thu Phuong, Mai Huong
Lam: Spatial-temporal variation and relationship of PM..s and
PM.o in the Northern key economic region of Vietnam

17. Huynh Thi Hong Nhien, Nguyen Thanh Giao: Evaluation
of soil quality at Phu My species - habitat preservation area, Giang
Thanh district, Kien Giang province

18. Nguyen Thanh Giao, Nguyen T ong Vy, Truong Hoang
Dan: Factors influencing sustainable consumption behavior of
students in Can Tho university.

19. Vu Van Lan, Vu Minh Cat, Bui Du Duong, Bui Khanh
Linh: Improving short-term reservoir inflow forecasting using
a hybrid HYPE-ANN framework: A case study of the Pleikrong
reservoir

20. Nguyen Binh Phong, Tran Chan Nam, Dang Thi Anh,
Pham Minh Tien: Changes in typhoon activity over the East

VICNAIM S ...vvviiiiieiieiietieiee ettt eae s 227




Science on Natural Resources and Environment 60 (2025) 3-15

Science on Natural Resources and Environment

Journal homepage: tapchikhtnmt.hunre.edu.vn

GEOLOGICAL - GEOMORPHOLOGICAL VALUES AND
CONSERVATION, THE WORLD’S NATURAL HERITAGE OF
HA LONG BAY, QUANG NINH, VIETNAM

Nguyen Quang Minh', Tran Xuan Truong?, Luu Thanh Trung*”
Nguyen Thi Linh Giang?, Nguyen Duc Manh?
'Hanoi University of Mining and Geology, Vietnam
*Hanoi University of Natural Resources and Environment, Vietnam
Received 20 June 2025; Revised 24 August 2025; Accepted 12 December 2025

Abstract

Ha Long Bay is a World Natural Heritage site of Vietnam, recognized twice by
UNESCO in 1994 and 2000 for its outstanding geological and geomorphological
values, particularly its unique limestone topography, prominent karst islands, and
caves above and below sea level. Currently, some islands and caves have been severely
affected by erosion, collapse, and chemical corrosion caused by waves and seawater,
which impacts the beauty of this natural heritage. The results presented in this paper
provide additional information for managers in support of conservation efforts.

Keywords: Ha Long Bay; World natural heritage; Thien Cung cave; Ga Choi island.
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1. Introduction

Ha Long Bay is located in Quang Ninh
province, in the Northeast of Vietnam, with
geographical coordinates ranging from
107.00 to 107.30° E and 20.75 to 20.95° N
(Fig. 1). It covers an area of 1.553 km? and
includes 1.969 islands. This is one of the
world’s most famous and beautiful marine
areas, featuring stunning natural landscapes
and unique, diverse ecosystems, with great
potential for tourism development.

On December 17, 1994, at the 18"
session held in Phuket (Thailand), the
UNESCO World Heritage Committee
officially recognized Ha Long Bay as a World
Natural Heritage Site for its magnificent
natural landscape and high aesthetic value.

On November 29, 2000, UNESCO
granted Ha Long Bay a second recognition
as a World Heritage for its exceptional
global value in geology, history, and karst
geomorphology, under Criterion (viii) of
the Convention.

Many researchers have studied
the geological, geomorphological, and
landscape values of Ha Long Bay [3, 10,
11, 12, 14]. However, these studies have not
addressed the risks of natural hazards or the
conservation of the heritage landscape. In this
paper, the authors provide an overview of the
outstanding geological, geomorphological,
and landscape values of Ha Long Bay and
highlight the current situation to propose
effective conservation solutions.
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Figure 1: Location map of survey sites in Ha Long Bay

2. Characteristics of topography
and geomorphology in Ha Long Bay

2.1. Material and evolution of Ha
Long Bay

Ha Long Bay was formed 7.000 -
8.000 years ago from ancient seas that
had accumulated limestone layers over a
thousand meters thick, originally deposited
around 340 - 250 million years ago during
the Carboniferous-Permian period. These
layers underwent a karst erosion phase
lasting over 20 million years in a continental
environment during the Neogene and
Anthropocene epochs, associated with

global warming and ice melting [6, 12].

The limestone in Ha Long Bay is
dolomitic, light gray, and belongs to
the Bac Son Formation (C-P bs), as
determined by paleontological analysis
of mosses, foraminifera, rays, corals,
crinoids, and brachiopods [12].
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2.2. Characteristics of topography

Ha Long Bay has two main types
of islands: limestone islands and schist
islands, which are primarily distributed
in the southeast of Bai Tu Long Bay
and the southwest of Ha Long Bay.
According to statistics from the Bay
Management Board, out of the total
1.969 islands, 1.921 are rocky islands
with an average elevation of around
200 m. The topography of these islands
was formed through tectonic uplift and
that
approximately 250 to 280 million years

subsidence processes occurred
ago. Due to the effects of ocean waves,
the dissolution of limestone, and other
external factors, the limestone islands
have developed into a variety of unique
shapes, rising above the sea surface and
contributing to the majestic landscape
of Ha Long Bay.



2.3. Characteristics of geomorphology

HaLongBayislocated inthenorthwest
of the Gulf of Tonkin, bordering the coastal
areas of Quang Ninh and Hai Phong.
This region features coastal mountainous
terrain, particularly limestone islands with
prominent karst characteristics, including
both above and below-sealevel formations
that give rise to typical karst landscapes
and cave systems.

Under hot
climate conditions, heavy rainfall, slow

and humid tropical

neotectonic uplift, and strong wave action,
the geomorphology of the limestone islands
in Ha Long Bay has evolved into a perfect
example of mature karst development.

The karst evolution process on
limestone islands from the Miocene
period to the present has gone through 5
stages: 1- Creation of ancient plains, 2-
Formation of karst funnels and valleys,
3- Formation of clusters of conical hills
linked together (called fengcong in
China), 4- Development into tall stone
towers with vertical, separate walls
(fenglin) [11, 14].

3.2. Data

Data collection from the field survey.

3. Methods and data
3.1. Methods

- Field survey method: Record
information on geology, topography,
geomorphology,  structural geology;
measure the orientation of studied objects;

- Method of evaluating Karst
according to the following criteria:

+ Scientific value: This criterion
considers the geological and tectonic
history of the research area, lithological
composition, fossils, geological age, geology-
geomorphology,  dissolution  processes,
erosion of rainwater, and sea waves.

+ Aesthetic value: This criterion
considers the beauty of the natural
landscape, the uniqueness of the terrain,
and the diversity of geology;

+ Unique, distinctive, and majestic
value: This criterion considers the
uniqueness of the karst in terms of its
prominence, typicality, and national,
regional, or international prominence.

+ Cultural value: This criterion
considers historical, spiritual, mental, and
legendary values.

Table 1. Survey locations in Ha Long Bay

No Survey locations Longitude (degrees) Latitude (degrees)
1 Dau Go cave 107° 17 0.426” 20° 54’ 47.9592”
2 Thien Cung cave 107° 1° 8.3244” 20° 54° 42.4332”
3 Ga Choi Island 107° 17 32.8404” 20°53°29.7168”
4 |Luon cave 107°5°40.812” 20°51°15.5016”
5 Bo Nau cave 107°5°13.1676” 20° 517 4.4424”
6 Sung Sot cave 107°5°29.5836” 20° 50 44.682”
7 Ho Dong Tien cave 107° 6’ 16.3512” 20° 507 36.0096”
8 Me Cung cave 107°5°5.0568” 20° 50’ 7.602”
9 Trinh Nu cave 107° 6°30.5676” 20°50°4.416”
10 | Cap Lacave 107° 137 29.9244” 20°51°57.877
11 | Thien Nga Island 107° 17° 14.3952” 20° 54°19.5876”




4. Results and discussions
4.1. Results

- Landscape value

The limestone islands in Ha Long
Bay have a blocky, thick, and fairly
uniform layered structure, formed during
the Carboniferous and Permian periods.
Within these rock formations are many
beautiful and notable caves, such as Dau
Go, Thien Cung, Me Cung, Sung Sot, Bo
Nau, Trinh Nu, and Ho Dong Tien caves.
Each cave possesses its own unique and
enchanting beauty, attracting tourists
every time they visit the Bay.

Dau Go cave is located on Dau Go
island, at coordinates 107°1°19.956”E,
20°54°34.47”N. The cave’s dome is about
25 meters high, with hundreds of giant
stalactites hanging down like a surreal
waterfall. The cave is divided into three
main chambers (Fig. 2a).

The outer chamber is arched and
illuminated by natural light. The ceiling
of the cave resembles a giant oil painting,
depicting a wild natural landscape with

colorful stalactites and stalagmites
forming unusual shapes, such as a herd
of elephants searching for food, startled
spotted deer, and a dozing lion. At the
bottom of the cave, there is a turtle
swimming in the middle of a vast lake.
Standing beneath the cave ceiling, one
feels as if they are inside an ancient castle,
surrounded by massive and majestic
architecture.

In the second chamber of the cave,
the dim light makes the rock formations
shimmer with mystery. Clusters of stone
flowers appear and disappear, their shapes
both familiar and strange, evoking a sense
of both fear and curiosity (Fig. 2b).

In the third chamber, the cave
suddenly opens up to reveal a fairy well
filled with crystal-clear fresh water. The
dim light inside makes visitors feel as if
they are lost in an ancient castle. The cave
walls depict a chaotic battle scene, with
elephants and horses charging, people
and animals jostling, swords and spears
bristling- everything seems to surge
forward and then suddenly turn to stone.

(b)

Figure 2: a) Dau Go cave; b) The second chamber of Dau Go cave
Thien Cung cave is located at coordinates 107°1°13.0512”E, 20°54°41.13”N, in
the northern part of Dau Go island. It is one of the most beautiful caves in Ha Long
Bay, with an area of up to 10,000 m? (Fig. 3a).



Thien Cung cave consists of three
chambers. The first chamber stands out
with a giant painting on the cliff wall (Fig.
3b). On the Eastern side, vivid images
of fairies and animals are depicted with
soft and delicate lines. On the Northern
side, there are images of fairies gracefully
singing and dancing. From the vaulted
ceiling, stalactites hang down like
sparkling crystal chandeliers.

The second chamber is the central
area of the cave, featuring a stunningly
magnificent landscape (Fig. 4a). The stone

(b)
Figure 3: a) Thien Cung cave; b) The first chamber of Thien Cung cave

pillars are massive, varied in shape, and
intricately carved from base to top. From
the ceiling, the stalactite formations hang
down like a magnificent curtain. Along
the walls are vivid images of flowers,
birds, and fairies dancing and singing.

The third chamber is like a paradise
in the heart of the earth, with a hazy
atmosphere that reflects the beauty of the
stone formations (Fig. 4b). In this chamber,
there are clear lakes with murmuring
water that flows all year round.

(b)

Figure 4: a) The second chamber of Thien Cung cave; b) The third chamber of
Thien Cung cave

The path to Thien Cung cave is built
with stone steps, shaded by cool green
forest trees. The cave entrance is located
about 25 meters above sea level. The cave
itself is approximately 120 meters long
and over 20 meters high.

Sung Sot cave is located on Bo
Hon island, in the center of Ha Long
Bay, at coordinates 107°5°46.7124”E,
20°50°36.4164”N (Fig. 5a). It is one of
the largest and most magnificent caves
in the area. Sung Sot cave is divided into
two main chambers.



The first chamber is as large as a
theater, with the ceiling covered in a
smooth layer resembling a “velvet carpet”.
Inside the cave are countless stalactites
hanging like glowing chandeliers, along
with stone statues resembling elephants,
seals, raspberries, flowers, and leaves
seeming to quiver, as if suspended
between reality and dreams.

The second chamber is immense,
capable of accommodating thousands
of people. As visitors go deeper, the
scenery becomes even more surreal,
with formations that resemble ancient
banyan trees with lush foliage, sea bears,
dinosaurs, and more. At the highest point
of the cave, a “royal garden” opens up,

featuring a clear lake and beautiful
landscape. A variety of plants and many
species of birds thrive here, creating a
picturesque natural space.

MeCungcaveislocatedatcoordinates
107°5°22.218”E, 20°49°57.5004"N,
at an altitude of 25 meters on Lom Bo
island (Fig. 5b). This cave has a complex
structure with multiple levels, numerous
chambers, and dividing cliffs, forming
a natural “maze”. Me Cung cave is also
notable for its large stone pillars and
clusters of stalactites hanging from the
ceiling, displaying diverse shapes such
as statues, patterns, stone lions, stone
bears playing with each other, and stone
curtains flowing down the cave walls.

(b)

Figure 5: a) Sung Sot cave; b) Me Cung cave

Me Cung cave has been identified
by archaeologists as one of the sites
belonging to the Pre-Ha Long culture
from the early Neolithic period, dating
back 7,000 to 10,000 years ago.

Base caves are caves with large floors,
usually located at relatively low elevations
above sea level. They are mainly formed
by chemical and mechanical erosion
caused by water and sea waves during
the transgressive phases of the Neogene
and Quaternary periods, especially the
final transgressive phase (Flandrian).
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The stalactite system in the caves formed
after the sea receded, causing the caves to
emerge above the water surface. Typical
beautiful base caves include Bo Nau, Ho
Dong Tien, and Trinh Nu caves.

Bo Nau cave, located at coordinates
107°5°23.1108”E, 20°50°53.6856”N,
is one of the most beautiful and ancient
caves in Ha Long Bay, covering an area
of about 200 m?, with a wide and flat cave
floor (Fig. 6a). The cave entrance is dome-
shaped like an upside-down clamshell,
creating a private space that feels like the



ceiling of a theater. There are cracks in the
cave ceiling that allow light to penetrate
inside. The bottom of the cave is narrow,
with an island in front, so the light inside
the cave is always gentle and never
glaring. Above the cave entrance are three
stone slabs shaped like three fairies with
their heads together, positioned as two
people playing chess and one acting as
the referee.

Ho Dong Tien cave, located
at coordinates 107°6°18.108”E,
20°50’39.12”N on Bo Hon Island, is a

typical cave with a floor situated low
relative to sea level and the entrance is
often flooded (Fig. 6b). Unlike other
caves in Ha Long Bay, the stalactites
inside this cave have vivid shapes, as
if delicately and elaborately carved by
the hands of nature, with magnificent,
majestic lines resembling a palace. The
cave floor is quite firmly consolidated
with CaCOs. However, the lower part of
the floor has been eroded by underground
flows that have been present in the cave
for thousands of years.

Figure 6: a) Bo Nau cave; 6) Landscape of Ho Dong Tien cave

Trinh Nu cave is estimated to date
from the Late Pleistocene to the Middle
Holocene [14], and is located on Bo Hon
island at coordinates 107°6°47.7252E,
20°49°56.2548°N (Fig. 7a). The cave
consists of 3 compartments, connected
through narrow doors. The outermost
compartment is spacious, with a fairly
flat bottom. The middle compartment has
countless stalactites forming strange shapes.
The innermost compartment is rectangular,
tall, and wide, with sparkling stalactites on
the cliff, forming a vivid relief.

Frog-jaw caves are formed by the
erosion caused by seawater and modern
tidal waves. In general, the limestone
islands in Ha Long Bay have eroded,

concave bases that form frog-jaw caves.
Some frog-jaw caves extend deep
into the islands, even penetrating the
limestone blocks to the opposite side,

thus forming caves.

These caves often have fairly flat
ceilings, with heights equal to or higher
than the high tide level, while the cave
floors are often submerged below sea
level. The caves in the Ba Ham Lake
system are typical examples of this type
of cave. Smaller caves of this kind are
quite common throughout Ha Long Bay.

The cave system in Ba Ham lake,
located on Dau Be island at coordinates
107°5°59.406”E, 20°51°7.0056”N (Fig.
7b), was formed by the chemical corrosion

9



of seawater combined with the abrasive
effects of tidal currents and waves, and is
dated to the middle Holocene (Waltham,
1998). Ba Ham lake consists of three
nearly circular saltwater lakes, formed
from three karst funnels with submerged
bottoms beneath the sea. These lakes
are connected through narrow, winding

caves. When the tide is low, visitors can
enter the caves by bamboo boat or kayak.
Inside, you will see a forest of multi-
colored, sparkling stalactites hanging
from the cave ceiling. At a bend, the cave
suddenly darkens, then suddenly a green
light shines down, signaling the arrival at
the next lake.

(b)

Figure 7: a) Trinh Nu cave; b) Luon cave

- Geological and geomorphological
values
of the
geological heritage of Ha Long Bay are

The outstanding values

reflected in its diversity and uniqueness
compared to other areas, especially in
the richness of geological events and
fossil complexes of animals and plants.
Ha Long Bay and its surrounding areas
have a strongly differentiated terrain,
most of which is submerged underwater.
However, even the parts above water
demonstrate that Ha Long Bay has a
long history of geological development,
from the Ordovician period (nearly 500
million years ago) to the present. Tectonic
imprints are clearly expressed through
the mountain-building activities of the
Caledonian, Indosinian, and Himalayan
orogenies, which can be recognized
through simple or complex faults and
folds on limestone islands.
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The geological and geomorphological
values of Ha Long Bay are typical
examples of karst landforms on mature
limestone islands, formed in hot and
humid tropical conditions and partially
submerged under the sea. These limestone
islands have been accumulating for about
100 million years (from the Carboniferous
to the end of the Permian, about 355 to
255 million years ago), during a long
period of calm, with a shallow, warm, and
gradually sinking sea.

the
in Ha Long Bay are 100 to 200 meters

Currently, limestone islands
high and mark ancient leveled surfaces
formed in the early Neogene period.
This surface dissection process occurred
mainly in the late Neogene and early
Quaternary periods, related to changes
in ocean water levels during successive
glacial and interglacial periods. During

the glacial periods, the sea level receded,



the climate became dry, accelerating the
formation of cliffs and creating the tower-
shaped karst formations that are very
common in Ha Long Bay. Conversely,
during the interglacial periods, when the
sea level rose, the climate was humid and
rainy, promoting the formation of new sea
ridges, large-scale caves, karst funnels,
and underground streams. The seabed of
Ha Long Bay still preserves relatively
young sedimentary layers (Pleistocene
and Holocene), with stepped plain
surfaces, semi-submerged sea ridges,
and ancient river valley systems. These
valleys appear as long depressions, with
an average depth of over 15 meters, and in

some places deeper than 20 meters.
4.2. Discussions

- Current status of the rocky islands

The rocky islands in Ha Long
Bay have many magical shapes that
change depending on the viewing angle.
Highlighting this beauty are the sea
ridges-traces of chemical and mechanical
erosion by seawater at the base of the
limestone islands. At low tide, thousands
of islands expose their “waist” sections,
barely above the water level. Some islands
resemble large, slightly tilted towers with
tapered bases, as if they could collapse at
any moment (Fig. 8).

Figure 8: (a) Foot of a stone tower, (b) Ga Choi island is gnawed by ocean waves, and
chemical corrosion (Coordinate 107° 1° 48.0108”, 20° 53°21.0156”)

Figure 9: Current status of landslides in Cap La cave in Ha Long Bay
(107° 13°43.0824”, 20° 51’ 54.5868”)
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The same type of erosion in the tidal zone created Luon Cave and some other
caves in Ha Long Bay. When the tide recedes, small boats can pass through the cave to
the water and sky on the other side of the rocky island.

In addition, due to the impact of other external factors, some caves and rocky
islands have collapsed (Figures 9 and 10).

Figure 10: Current status of the broken and smashed stalactite system in Tien Ong cave,
Ha Long Bay (107° 7° 41.2788”, 20° 48’ 51.1236”)

In 2016, the impact of failure led to the disappearance of the head of the Thien
Nga island, affecting the sustainable development of the heritage area (Fig. 11).

Figure 11: The head of Thien Nga island (HL-06) was cut due to the plane’s failure
(a and b)

- Discussions
The studies on Ha Long Bay have been carried out for many years of the last century

and focused mainly on the landscape, geology, and geomorphology [3, 4,5, 8,9, 10, 12,
12



13, 14]. However, landslide studies in this
area have only been conducted recently.
Typically, a provincial-level scientific and
technological research project with the
topic: “Research on geological processes,
modern geodynamics for observation of
changes in caves and islands in Ha Long
Bay” was performed by Van (2012). The
results of this study have been analyzed
and assess the possible risk of rock slides
on limestone islands to support planning,
conservation, and hazard mitigation.
Recently, Phi T.T et al., (2017) used

- Potential failure on Ga Choi island

Hoek and Bray (2004)’s application to
identify the failure types that can occur
on limestone blocks of Carbon-Pecmi age
in the northern area of Ha Long Bay, and
it was indicated that this place can mainly
occur plane failure [1, 4].

In2019, Thanh used Hoek and Bray’s
(2004) application to identify the failure
types on Bai Tho, Dinh Huong, Ga Choi,
But, and Thien Nga islands, indicate the
risk of sliding types, and simulate 3D
sliding mass on these islands.

175/45 200/45
185/30,

(a)

Figure 12: (a) Photo of fractures on Ga Choi island, (b) Plane failure potential can occur
on the fracture orientations: 175°/45°, 1850/30°, and 200°/45°
and slope orientation 190°/85 - 90° [3]

¢

~

\ .

Figure 13: 3D model of limestone block and potential failure on Ga Choi island [3]

Potential failure on Thien Nga island

335°

Figure 14: (a) Photo of fractures on Thien Nga island, (b) Plane failure can occur on the
fracture orientation 075°/70° and slope orientation 230°/85 - 90° [3]
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The model of plane failure

=

o

Figure 15: 3D model of limestone block and potential failure on Thien Nga island [3]

(b)

Figure 16: A head of Thien Nga island is cut by the plane failure of fracture orientation
235°/40° (a, b) (107° 17’ 14.39”, 20° 54° 19.59”) [3]

Thanh’s (2019) research clearly
shows the potential for landslides on
limestone islands in Ha Long Bay and
proposes solutions. In addition, due to the
impact of sea waves and chemical erosion
at the bases of limestone mountains, some
limestone islands in Ha Long Bay may
collapse and are at risk of disappearing.

The analytical results presented in this
article are important, supporting heritage
conservation by providing solutions to
preserve Ha Long Bay’s world heritage,
which is a gift from nature.

5. Conclusion

The impacts of geological tectonic
activity, =~ ocean  waves,
dissolution, and other exogenous factors
over various periods have shaped unique
landforms on the coastal limestone
mountains, islands, and prominent karst
caves - both above and below sea level in

seawater
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the Ha Long Bay area. These landforms
include ancient plains, funnels, karst
valleys, clusters of conical hills, high
stone towers, vertical cliffs, and isolated
formations, all contributing to the
majestic landscape of Ha Long Bay. The
analytical results show that some islands
and caves in the bay have experienced
serious landslides, collapses, and erosion
caused by ocean waves and the chemical
corrosion of seawater, affecting the beauty
of this world natural heritage site. These
findings provide valuable information for
managers to support the protection and
conservation of Ha Long Bay’s natural
heritage.
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Abstract

Forest ecosystems in tropical regions face increasing threats from human
pressures and climate variability, requiring reliable monitoring approaches to inform
conservation and management. This study assesses forest changes in Cuc Phuong
National Park, Vietnam, from 2017 to 2025 using Sentinel-1 Synthetic Aperture Radar
(SAR) data and the Radar Forest Degradation Index (RFDI). The analysis distinguishes
between undisturbed, degraded, and recovered forests across both core and buffer
zones, providing additional insights at the commune level. Results reveal that the core
zone retains a high proportion of undisturbed forest, demonstrating the effectiveness of
strict protection policies, whereas the buffer zone shows more pronounced degradation
associated with agricultural expansion, fuelwood extraction, and local livelihood
activities. Nevertheless, areas of recovery in several communes point to the positive
impacts of reforestation projects and community-based conservation initiatives. The
findings highlight the spatial heterogeneity of forest change and underscore the need
for tailored management strategies for core and buffer areas.
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1. Introduction

Natural forests play a crucial role
in  maintaining ecological balance,
safeguarding biodiversity, and
contributing to climate change mitigation.
Cuc Phuong National Park, covering
an area of approximately 222 km?, is
Vietnam’s first and most representative
natural forest reserve, harboring numerous
rare and endangered plant and animal
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species that require strict protection.
However, in recent years, illegal logging,
land-use conversion in the buffer zone,
and the impacts of climate change have
placed considerable pressure on the park’s
forest resources [19, 22].

Inthiscontext, assessing the outcomes
of forest protection efforts in Cuc Phuong
National Park has become an urgent task
to ensure the sustainable conservation



and development of forest resources.
Traditional monitoring methods, typically
based on field surveys, are accurate but
costly and impractical for continuous or
large-scale applications. Remote sensing
technologies, particularly radar data from
Sentinel-1, offer significant advantages,
including cloud penetration capability,
all-weather and year-round observation,
and ~10 m spatial resolution, making
them suitable for forest monitoring in
protected areas [1, 8, 10, 11, 21].

studies have mainly
focused on deforestation detection or
large-scale forest cover change analysis
using Sentinel-1 data, especially in
northern Vietnam. However, few have
specifically examined forest protection
effectiveness in Cuc Phuong National Park
in recent years. Moreover, comparative
assessments of forest dynamics between
the core and buffer zones remain limited
(3,9, 16, 23].

This study aims to address these
gaps by: (1) Utilizing Sentinel-1 radar data
2017 and 2025 to detect spatial patterns
of forest dynamics in both the core and
buffer zones of Cuc Phuong National Park,
with processing and analysis performed
on the Google Earth Engine platform to
efficiently handle big satellite datasets,
and (i1) Comparing forest change patterns
between the core area and a 5 km buffer
zone surrounding the park to provide an
objective evaluation of forest conservation
management and the socio-economic
pressures acting upon the buffer region.

Previous

2. Study area

Cuc Phuong National Park,
established in 1962 as the first national

park in Vietnam, is located across three
provinces - Ninh Binh, Hoa Binh,
and Thanh Hoa - with a total area of
approximately 22,200 ha [31]. The park
lies within the Northern Truong Son
limestone mountain range, about 120
km Southwest of Hanoi. Its landscape
is characterized by karst topography
interspersed with narrow valleys, with
an average elevation ranging from 400
to 600 meters. The region experiences
a tropical monsoon climate, with hot
and humid summers and cool winters,
creating favorable conditions for rich
biodiversity [2].

The Cuc Phuong forest ecosystem
represents one of the typical tropical
moist forest complexes in northern
Vietnam, including evergreen limestone
forests and mixed hardwood forests. It
harbors over 2,200 species of higher
plants and thousands of animal species,
many of which are listed in both the
Vietnam Red Data Book and the IUCN
Red List. This exceptional biodiversity
makes Cuc Phuong an important
center for research, conservation, and
ecotourism in Vietnam [31].

Over the years, forest management
in Cuc Phuong has achieved notable
successes, wildlife
conservation and forest restoration [17].
Nevertheless, the park continues to face
pressures related to human activities in
the buffer zone and unregulated tourism
development, which may cause habitat
fragmentation and threaten biodiversity
[20, 28].

With its heterogeneous forest cover,
complex karst terrain, and well-defined
buffer zones experiencing varying levels

particularly  in
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of human pressure, Cuc Phuong National
Park provides an ideal setting to evaluate
the applicability of Sentinel-1 data
and the RFDI index in detecting forest
degradation dynamics and assessing

forest conservation outcomes.

105°30'0"E 105°40'0"E

z
5
s
8
Y
&

20°200"N

20°10'0"N
20°10'0"N

FORWAR
NSO
\2 jyxg

bl

<

20°00"N
L

g\

19°50'0"N
L
19°50'0"N

T T
105°30'0"E 105°40'0"E

Figure 1: Location of Cuc Phuong
National Park, Vietnam

3. Data and methods
3.1. Data

Sentinel-1 imagery is derived
from the C-band Synthetic Aperture
Radar (SAR) sensor, an active system
that acquires data regardless of cloud
cover, fog, or solar illumination [5].
This capability is particularly critical
in tropical regions such as Vietnam,
where persistent rainfall and cloud cover
often hinder optical remote sensing,
disrupting continuous forest monitoring.
Sentinel-1 provides dual polarizations,
notably VV and VH, which produce
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backscatter signals influenced by terrain
characteristics, soil moisture, and forest
structure [24]. Moreover, multi-temporal
SAR imagery enables the detection of
subtle modifications in forest condition
- such as deforestation or degradation -
before such alterations become evident in
optical imagery [25].

In this study, all available Sentinel-1
Ground Range Detected (GRD) images
covering Cuc Phuong National Park and
its buffer zone were collected for the
years 2017 and 2025. These two years
were chosen to represent the starting and
ending points of the observation period,
corresponding to the early and recent
stages of forest management programs
implemented in the park. The use of these
timeframes allows for the detection of
long-term forest degradation and recovery
trends.

The imagery was obtained from
the Google Earth Engine (GEE) data
catalog, including scenes acquired in
Interferometric Wide (IW) mode, with
VV and VH polarizations and ascending
orbit direction. To reduce temporal noise,
speckle effects, and seasonal variability,
all available Sentinel-1 scenes for each
year were averaged to generate an
annual mean backscatter composite. This
approach ensures that the resulting radar
signal represents the stable scattering
characteristics of the forest canopy
throughout the year rather than short-
term variations caused by rainfall or soil
moisture changes.

Image processing and temporal
analysis were conducted on the Google
Earth Engine cloud-computing platform
to generate forest change maps. In



addition, baseline geographic data of Cuc
Phuong National Park were incorporated,
and ArcGIS software was employed to
support spatial statistical analysis and
map production.

3.2. Methods

3.2.1. Google Earth Engine platform

GoogleEarthEngine (GEE)isacloud-
based geospatial analysis environment
designed for processing remote sensing
imagery as well as environmental and
climatic datasets from local to global

scales. It enables users to conduct
advanced  geospatial ~ computations
directly on Google’s infrastructure.

Interaction with the platform can be
achieved through multiple interfaces:
The Code Editor, which serves as a
browser-based integrated development
environment (IDE) for scripting and
analysis; The Explorer, which supports
basic data exploration and visualization,
and a documentation library that provides
resources for both Python and JavaScript
implementations [15]. A key strength of
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GEE lies in its extensive data archive,
comprising petabytes of freely accessible
satellite and geophysical data provided
by NASA, USGS, ESA, and other
agencies. Its computational framework is
particularly suited for large-scale spatial
data analysis, including long-term time
series of remote sensing imagery [14].

The platform was developed to
integrate Google’s massive computational
capacity and data resources with scientific
applications, delivering unprecedented
efficiency in terms of processing
speed and flexibility for application
development. This capacity for near real-
time processing makes GEE a powerful
tool for Earth observation research [15].
Moreover, the system allows users to
design custom workflows via application
programming interfaces (APIs) in widely
used programming languages such as
JavaScript and Python [14, 15]. In this
study, such capabilities were applied
to develop a workflow for identifying
forest modification spatial patterns from
Sentinel-1 radar imagery.
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Figure 2: Illustration of Cuc Phuong National Park data analysis on GEE
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3.2.2. Satellite image processing

The Radar Forest Degradation Index
(RFDI) is a SAR-based metric designed
to assess forest degradation using dual-
polarization radar data. In this study,
RFDI is derived from Sentinel-1 imagery,
employing the co-polarized VV channel
and the cross-polarized VH channel. The
index is computed as:

RFDI=(o,,~0,,)/(0,, 0 (1)
where 6., represents the backscatter at co-
polarization VV, and o, corresponds to
the backscatter at cross-polarization VH
(CubeWERX-ASI, 2021); RFDI values
range from O to 1, with lower values
(<0.3) typically indicating dense, intact
forest, intermediate values (~0.4 - 0.6)
representing degraded forest, and higher
values (>0.6) associated with cleared or
non-forest areas [13].

The RFDI was selected for this study
because it provides a simple yet robust
measure of forest structural changes
derived directly from radar backscatter,
without requiring extensive ancillary data.
Unlike optical indices that are sensitive
to atmospheric effects and illumination,
RFDI captures variations in canopy
density, biomass, and surface roughness,
making it particularly effective for
monitoring forest degradation in tropical
[13, 18]. Additionally,
previous research has confirmed the high
sensitivity of RFDI to partial canopy
loss, selective logging, and early-stage
degradation  conditions  frequently
observed in the buffer zones of Cuc
Phuong National Park. Therefore, its
application here allows for quantitative
evaluation of forest degradation levels
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VH)

environments

over time, using radar observations that
are independent of weather conditions.

The advantage of using RFDI with
Sentinel-1 lies in the ability of C-band
SAR to penetrate cloud cover and operate
independently of illumination,
making it particularly suitable for tropical
regions such as Vietnam, where persistent
cloudiness limits optical monitoring. The
combined use of VV and VH polarizations
thus enables reliable detection of forest
disturbance and degradation in Cuc
Phuong National Park.

solar

To generate a forest change map
of Cuc Phuong National Park between
2017 and 2025, this study employed the
JavaScript programming interface on
the GEE platform (https://developers.
google.com/earth-engine). The workflow
involved importing Sentinel-1 imagery,
applying preprocessing and analytical
procedures, visualizing outputs, and
extracting final results.

Filter Sentinel-1 (VH, VV) Data 2017, 2025
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RFDI Computation 2017, 2025

!

RFDI Change (2017-2025)

I

Forest Change Mapping

!

Core and Buffer Zone Analysis & Comparison

I

Forest Conservation Effectiveness Assessment

Figure 3: The flowchart and analysis



4. Results and discussion

The results include the forest
change map of Cuc Phuong National
Park from 2017 to 2025, the analysis and
comparison of forest dynamics between
the core and buffer zones, the evaluation
of forest conservation effectiveness, and
recommendations for forest protection
strategies in the park.

4.1. Forest modification pattern in
Cuc Phuong National Park

The map illustrates forest dynamics
in Cuc Phuong National Park with three
main categories: unchanged forest (light
orange), recovered forest (green), and
degraded forest (red). The boundaries of
the core and buffer zones are delineated
with black lines to emphasize differences
in conservation effectiveness.

Most forests within the core zone
remain unchanged, reflecting
protection measures and limited human
access. In contrast, degraded forest areas are
widespread in the buffer zone, particularly
in the eastern and northeastern communes
such as Kha Luong, Yen Tho, and Kha
Quan, where human activities, including
logging and agricultural expansion exert
considerable pressure. Recovered forest
patches are more fragmented but are
especially evident in the western and
southwestern parts of the park, such as
Ngoc Son and Thach Lam communes,
indicating successful reforestation and
natural regeneration efforts.

Overall, the spatial distribution
shows that while the core zone remains
largely intact, forest degradation is
pronounced in the surrounding buffer
areas, underscoring the challenges of

strict

balancing conservation objectives with
local socio-economic demands.

In the context of Sentinel-1 radar
analysis, degraded forest refers to areas
where the forest canopy has been partially
disturbed or thinned due to human or
natural causes such as selective logging,
fire, or shifting cultivation, but where
some tree cover and biomass remain.
These areas differ from deforested land in
that vegetation persists, yet its structure,
biomass, and ecological function are
significantly reduced.

When interpreted through the
Radar Forest Degradation Index (RFDI),
degraded forests typically correspond to
intermediate RFDI values ranging from
approximately 0.4 to 0.6. Low RFDI
values (< 0.3) indicate dense, intact forests
with high canopy closure and moisture
content. Intermediate values (0.4 - 0.6)
represent degraded or disturbed forests,
where reduced vegetation density and
altered canopy structure cause increased
radar backscatter contrast between VV
and VH polarizations. High values (>
0.6) are associated with non-forest or
cleared areas, including agricultural
land, bare soil, or settlements. These
thresholds provide an effective basis for
distinguishing subtle variations in forest
condition beyond simple binary forest/
non-forest mapping.

To validate the classification results,
an accuracy assessment was conducted
following the Committee on Earth
Observation Satellites (CEOS) and the
Food and Agriculture Organization
(FAO) practical guidelines, which
recommend using 75 - 150 samples per
class as a balanced trade-off between cost
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and reliability for medium-scale studies
[26]. In this study, a total of 300 reference
samples were used, including 120 field-
180 additional
samples interpreted from high-resolution

collected points and

Google Earth imagery.

The distribution of samples among
the three classes was as follows: degraded
forest - 125 samples; recovered forest
- 130 samples; undisturbed forest - 45
The
achieved a satisfactory level of reliability:
85 %

samples. resulting classification

degraded forest - accuracy;

105.395 105,468 10554

recovered forest - 87.5 % accuracy;
undisturbed forest - 80 % accuracy. The
overall accuracy reached 85.3 %, with a
corresponding Kappa coefficient of 0.76,
indicating strong agreement between
the classified map and the reference
data. These accuracy levels demonstrate
that the applied Sentinel-1 RFDI-based
method effectively distinguishes different
forest condition categories, particularly in
identifying degraded and recovered forest
patches, thereby confirming its suitability
for long-term forest monitoring in Cuc
Phuong National Park.
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Figure 4: Forest change map of Cuc Phuong National Park from 2017 to 2025

The Fig. 4 shows three categories:
Undisturbed forest (light orange),
recovered forest (green), and degraded
forest (red), with core and buffer zone
boundaries delineated by black lines.

4.2. Analysis of forest protection
effectiveness and solution recommendations

4.2.1. Analysis and comparison of
forest modification between the core and
buffer zones

Based on the tabular and graphical
data, forest modification in the core and
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buffer zones during 2017 - 2025 can be
quantitatively analyzed and compared as
follows:

Unchanged forest: The core zone
covers 20,447.1 ha (89 %), while the
buffer zone accounts for 40,838.3 ha
(86 %). The proportions are relatively
similar (86 - 89 %), indicating that both
zones are under strict conservation, with
the core showing slightly higher stability.

Degraded forest. The core zone
contains 796.7 ha (3 %), compared to



3,937.7 ha (8 %) in the buffer zone. The
degraded forest area in the buffer zone
is more than twice as high in percentage
terms, reflecting stronger human pressures
such as agriculture, resource extraction,
and infrastructure development.

Recovered forest: The core zone
contains 1,618.6 ha (8 %), while the buffer
zone has 2,648.7 ha (6 %). Although the
absolute area is larger in the buffer zone,
the proportion of recovered forest is higher
in the core zone (8 % vs. 6 %), suggesting
more effective forest protection and
regeneration measures within the core.

In summary, the core zone maintains
a stable share of intact forest and

demonstrates a higher recovery rate,
highlighting the effectiveness of strict
management. By contrast, the buffer
zone experiences stronger degradation
pressures, while recovery remains
limited. This underscores the urgent need
for sustainable livelihood policies and
stronger community engagement in forest
management.

Taken together, the tabular data and
charts (bar and pie diagrams) illustrate that
the core zone functions as an ecological
“shield”, whereas the buffer zone remains
more vulnerable and requires prioritized
conservation strategies.

Table 1. Area of forest change between the core and buffer zones
of Cuc Phuong National Park, 2017 - 2025

No | Catesories of changes Area of forest change between 2017 and 2025
g g Core zone (ha) | Buffer zone (ha) | Core zone (%) | Buffer zone (%)
1 | Undisturbed forest 20447.1 40838.3 89 86
2 | Degraded forest 796.7 3937.7 3 8
3 |Recovered forest 1618.6 2648.7 8 6
Total 22862.4 47424.7 100 100
Area (ha) Forest change of the core zone Area (ha) Forest change of the buffer zone
0 —— sz S s

1

Undisturbed forest @ Degraded forest W Recovered forest
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Figure 5: Charts of forest change area between the core and buffer zone
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Based on commune-level statistics
and visualized data (bar charts), forest
dynamics in Cuc Phuong National Park
can be classified into three groups:

Communeswith high forestdynamics:
Cuc Phuong commune shows the largest
forest changes, with 332.1 ha degraded
and 789.4 ha recovered in the core zone,
in addition to notable fluctuations in the
buffer zone. Thach Quang, Thanh Vinh,
and Yen Thuy also belong to this group,
each recording several hundred hectares
of change. For instance, Thanh Vinh has
478.7 ha of recovered forest in the buffer
zone, while Yen Thuy shows nearly 490
ha of degraded forest.

Communes with moderate forest
dynamics: Dai Dong, Yen Tri, and Thanh
Son exhibit medium-scale changes. Dai

Dong records 141.9 ha of recovered forest
in the core zone and over 300 ha in the
buffer zone. Yen Tri shows 97.3 ha of
degraded and 86.9 ha of recovered forest
in the core zone, with almost 600 ha of
combined changes in the buffer zone.

Communes with low forest dynamics:
Lac Luong, Lac Son, Quynh Luu, and
Thach Binh display limited changes, mostly
below 100 ha, with some reporting no forest
in the core zone. Ngoc Son, Nho Quan, Phu
Long, and Van Du also present relatively
minor changes, generally 20 - 200 ha.

Overall, the results highlight the
uneven distribution of forest dynamics, with
Cuc Phuong Commune and adjacent buffer
zones experiencing the most significant
fluctuations,  while peripheral
communes remain relatively stable.

more

Table 2. Area of forest change by communes

Area of the core zone (ha) Area of the buffer zone (ha)
N°| Commune Undisturbed | Degraded | Recovered | Undisturbed | Degraded | Recovered
forest forest forest forest forest forest
1 | Cuc Phuong 10190.7 332.1 789.4 1583.3 251.9 49.9
2 | Dai Dong 1996.6 49.1 141.9 5065.4 438 311.9
3 |Lac Luong 0 0 0 1014.4 63 62.1
4 |Lac Son 0 0 0 549.9 79.5 17.3
5 |Ngoc Son 8.4 1.6 0.1 2057.6 153.1 190.5
6 |Nho Quan 3.4 0.4 1.4 1847.7 700.7 76.7
7 | Phu Long 0 0 0 2799.5 199.7 184.7
8 | Quy Luong 0 0 0 487.8 19.8 70.9
9 |Quynh Luu 0 0 0 120.1 20.4 2.1
10 | Thach Binh 0 0 0 413.1 26 5.9
11 | Thach Quang 2029.2 57 121.5 6704.4 305.9 813.2
12 | Thanh Son 0 0 0 792 251.6 13.6
13 | Thanh Vinh 2001.6 36.9 201.4 7645.4 400.3 478.7
14 | Van Du 0 0 0 1344.6 64.3 117.9
15 | Yen Thuy 2952.7 177.8 2374 3639.3 489.3 127.1
16 | Yen Tri 815.4 97.3 86.9 4757.3 472.9 125.5
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Figure 6: Charts of forest change by communes

4.2.2. Forest dynamics and policies

The results show that between 2017
- 2025, the core zone of Cuc Phuong
maintains 20,447.1 ha of undisturbed
forest (= 89 %), while the buffer zone
retains 40,838.3 ha (= 86 %). Forest
degradation is considerably higher in the
buffer zone (3,937.7 ha; = 8 %) compared
to the core (796.7 ha; = 3 %). Conversely,
forest recovery is proportionally greater
in the core (1,618.6 ha; = 8 %) than in the
buffer (2,648.7 ha; =~ 6 %). These findings
highlight that strict protection of the core
zone has effectively limited degradation
and fostered recovery, while buffer zones
remain more exposed to anthropogenic
pressure.

These
with Vietnam’s recent forest policies.
The Sustainable Forestry Development
Programme 2021 - 2025 provides financial
aid, infrastructure, and extension services
to buffer-zone communities to reduce
dependence on forest exploitation [30].
Although such measures aim to alleviate
local pressure, the more degraded areas
in buffer zones confirm that community
dependence on forest resources persists.
This pattern is similar to Bach Ma
National Park, where Decision 24 (2012)
improved forest conservation outcomes

outcomes are consistent

but faced limitations due to weak
community participation and insufficient

resources [7].

Notably, this study finds that
recovered forest in buffer zones (= 6
%) is relatively meaningful, suggesting
that recent interventions - such as
community forestry, payments for forest
environmental services (PFES), and
reforestation incentives - are producing
positive impacts. Still, the magnitude
of degradation, especially in communes
near settlement areas, underscores the
continuing reliance on forest products
and agricultural expansion. This aligns
with studies in Cat Tien National Park,
where buffer-zone households showed
strong dependence on non-timber forest
products [6].

In summary, the results affirm the
effectiveness of core-zone protection
policies, but also demonstrate that buffer
zones continue to face high degradation
pressure. While forest recovery signals
that policies are progressively working,
greater livelihood support, stronger
regulatory enforcement, and deeper
community participation are needed to
further reduce degradation and accelerate
restoration in line with national forest and
biodiversity strategies.
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5.Conclusion and recommendations

Key findings and core - buffer
comparison: This study demonstrates clear
differences in forest dynamics between
the core and buffer zones of Cuc Phuong
National Park during 2017 - 2025. The
core zone maintained a high proportion
of undisturbed forest, reflecting the
effectiveness of strict protection policies
and limited human access. In contrast,
the buffer zone showed higher levels of
forest degradation, driven by agricultural
expansion, fuelwood collection, and
other livelihood activities. At the same
time, signs of forest recovery in both
zones, particularly in communes such
as Yen Thuy and Thanh Vinh, suggest
that reforestation and community-based
conservation programs have achieved
tangible results. These findings underscore
the importance of distinguishing between
the ecological integrity of the core zone
and the socio-ecological complexity of
the buffer zone.

Significance of results: The study
provides empirical evidence that forest
conservation outcomes are not evenly
distributed across space. Analyzing
commune-level data highlights localized
hotspots of degradation and recovery,
offering valuable insights for targeted
management. The results also confirm
the dual role of the buffer zone: while it
remains the most vulnerable to human
disturbance, it also holds significant
potential for reforestation when supported
by appropriate policies.

Limitations of the study: Reliance on
Sentinel-1 radar imagery constrains the
ability to differentiate detailed vegetation
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types and forest quality; the study focuses
primarily on spatial patterns and does
not incorporate socioeconomic drivers,
such as household livelihood strategies
or market influences; the time frame
may be insufficient to capture long-term
ecological processes, particularly natural
regeneration and climate-related impacts.

To
overcome these limitations, future studies
should integrate multi-sensor remote
sensing approaches with ground-based
validation. Incorporating socioeconomic
surveys would allow for a deeper
understanding of the drivers of forest
change and their linkages with community
livelihoods. Expanding the temporal
scope and adopting longitudinal analysis
would also provide stronger evidence
of policy effectiveness and ecological
resilience.
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Abstract

This study was conducted to assess the surface water quality of Dau Tieng reservoir.
A total of 32 water samples were collected during the dry season (April 2024) and the
rainy season (October 2024) from 16 monitoring sites across the reservoir. Fifteen
water quality parameters were analyzed, including pH, BODs, COD, DO, TSS, NH+",
NO:", NOs, PO+, As, Pb, Cd, Cu, Fe, and Coliforms. The results were compared
against the national surface water quality standards (QCVN 08:2023/BTNMT) and
evaluated using the Water Quality Index (WQI). The findings indicated both seasonal
and spatial variations in water quality. Several parameters exceeded permitted limits,
particularly during the rainy season, with elevated concentrations of BODs, COD,
NH+", Cu, and Fe observed frequently. WQI analysis showed that most water samples
fell within the “average” to “good” quality categories, indicating suitability for
agricultural irrigation and treated domestic use. However, certain areas, especially
during the rainy season, exhibited signs of organic and nutrient pollution, highlighting
the need for strengthened water management and pollution control measures.

Keywords: Water quality assessment; Dau Tieng reservoir; Aquatic ecosystem
health; Nutrient and metal contamination; Seasonal dynamics of pollution.
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1. Introduction

Water pollution is currently one of
the most pressing environmental issues in
Vietnam, particularly in irrigation systems
that support agricultural production and
domestic use. These systems play a vital role
not only in providing water for agricultural
activities but also in ensuring water supply
for daily life and economic development.
However, water facing

sources arc

increasing pollution from various sources,
including domestic wastewater, industrial
and agricultural
Several studies have reported seasonal and

effluents, chemicals.
spatial variations in water quality across
different irrigation reservoirs and canals.
For example, in An Duong lake, elevated
levels of TSS, PO+*~, NH4*, COD, and BODs
have been observed during the dry season,
primarily due to inputs from bird colonies
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[1]. Similarly, the water quality of Cam
Son lake has deteriorated due to pollution
from nearby agricultural and domestic
sources [2]. In addition, several irrigation
canals are locally polluted by discharges
from domestic wastewater, livestock and
poultry farming, craft village production,
agriculture, and small-scale industries, a
situation commonly observed during the
dry season [3]. In Southern Vietnam, water
quality in reservoirs and tributary canals,
particularly within the Dong Nai, Sai
Gon river basins, is degraded by organic
pollution, nutrient enrichment, elevated
TSS, and high Fe concentrations. These
conditions are mainly driven by wastewater
discharges from industrial production,
agriculture, and livestock activities,
and domestic and healthcare sources.
Furthermore, hydrological and climatic
variability, including seasonal rainfall and
flow regimes, exacerbate pollutant transport
and accumulation [4, 5].

The Dau Tieng lake is one of the
most important irrigation systems in
Vietnam, providing water for domestic,
agricultural, and industrial use in the
country’s key economic region, which
includes five provinces and cities: Tay
Ninh, Binh Duong, Binh Phuoc, Long An,
and Ho Chi Minh city. The dam, located
on the Saigon River in Phuoc Minh
commune, Duong Minh Chau district,
Tay Ninh province, receives inflows
from upstream rivers and streams, with
a total storage capacity of 1.58 billion
cubic meters and a water surface area of
2,700 square kilometers. In recent years,
Dau Tieng reservoir and its drainage
canal network have been subjected
to increasing volumes of wastewater
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discharge, significantly impacting the
water quality of the irrigation system.
The two previous studies have evaluated
the water quality of the irrigation system
published by 2023 by analyzing 8 and
12 parameters compared to Vietnamese
standards QCVN 08-MT: 2015/BTNMT
(column B1). The results showed that
water quality in downstream areas
(branch canals, drainage canals, salinity
control zones) was poorer and exhibited
signs of organic and nutrient pollution,
as indicated by elevated levels of
ammonium, nitrite, BODs, and coliforms
[6, 7]. The study also proposed several
measures to reduce pollution and support
sustainable agricultural development
and domestic water supply, contributing
to the long-term protection of surface
water resources within the system [7].
However, that study did not include
heavy metal indicators such as As, Cu,
Pb, and Cd. In addition, the new national
surface water quality standard QCVN
08:2023/BTNMT has replaced QCVN
08-MT:2015/BTNMT, with updated
thresholds in Table 1 for water used for
domestic purposes and in Table 3 (Level
B) for agricultural purposes. Furthermore,
survey results from the research team
indicate that the main sources of water
pollution in the Dau Tieng reservoir
irrigation system are industrial, medical,
and livestock wastewater; domestic waste
(solid waste and sewage); and effluents
from small-scale business and production
facilities, among others. Therefore, it is
necessary to monitor and evaluate the
water quality of the Dau Tieng irrigation
system annually according to current
legal standards to give timely warnings.



The objective of this study is to
assess the water quality of Dau Tieng
reservoir based on the updated national
regulations and calculate the WQI to
give timely warnings to contribute to
protecting the water environment in the
irrigation lake system.

2. Research method
2.1. Sampling method

Actotal of 32 water samples (collected
from 16 locations during two sampling

periods) were taken, as shown in Table
1 and Figure 1. The sampling procedures
were carried out in accordance with
Vietnamese standards TCVN 6663-
6:2018, TCVN 6663-1:2011, TCVN
6663-3:2016, TCVN 6663-4:2020, TCVN
5994:1995, and TCVN 8880:2011. Water
samples were collected at pre-determined
locations specialized  water
sampling equipment. Sample preservation
and handling were conducted following
TCVN 6663-3:2016-ISO 5667-3:2016.

using

Table 1. Sampling locations at Dau Tieng reservoir

, | Samples . . Lo . .
N symbol Longitude Latitude Description of sampling location
o1 p5 ” oo ” In Dau Tieng lake, upstream (about 5 km from
L] DTL |106°1631457E | 11°28°23.24°N sluice gate 3) in the Southwest direction.
010 , on 15 . In Dau Tieng lake, upstream (about 10 km from
2| DT2 | 106°18°36.03°E | 11°31°40.51"N sluice gate 3) in the Southwest direction.
3| D3 | 10672218247 | 11°28°39.7¢7N | ™ Dau Tieng lake, upstream (about 15 km from
sluice gate 3) in the Southwest direction.
011> ” om1s ” In Dau Tieng lake, upstream (about 20 km from
4| DT4 1067111035 | 11°31754.24°N sluice gate 3) in the Southwest direction.
oncs " 0> ” In Dau Tieng lake, upstream (about 25 km from
S| DTS [106°25IL30°E | 11°32°47.71°N sluice gate 3) in the Southwest direction.
o1 f2n con o £ (g2 In Dau Tieng lake, upstream (about 30 km from
6| DIT6 106714°3.55 H172679.94°N sluice gate 3) in the Southwest direction.
71 17 110602038.06°E | 11°23°10.22°N In Dau Tieng lake upstream (about 5 km from
culvert 1)
g DTS | 106°19°24.117E | 11°26°47 61°N In Dau Tieng lake upstream (about 10 km from
culvert 1)
9l DT 1106°25°58.72°E | 11°29°46.79"N In Dau Tieng lake upstream (about 20 km from
culvert 1)
10l DTI0 |106°26°26.797E | 11°32°30.72"N In Dau Tieng lake upstream (about 25 km from
culvert 1)
1l o1 l106012°19.467E | 11°28°8.69"N In Dau Tieng lake upstream (about 30 km from
culvert 1)
21 b2 10602257 847 | 11°05°14.99"N In Dau Tieng lake upstream (about 35 km from
culvert 1)
o1 s> ” om 1> s In Dau Tieng lake upstream (about 40 km from
13| DTI3 | 106°16°S1.68° | 11°24716.51"N sluice gate 1) in the Northeast direction
141 DT14 1106°20°13.797E | 11°19°3730"N In Dau Tieng lakei about 15 km upstream from
sluice gate No. 1
15| DTI5 [106°26°38.66”E | 11°33°39.13”"N Lake area
16| DTI16 | 106°28°2.99”E | 11°32°38.87”N | In the lake before culvert number 1 about 4 km

31



b

7 BINH PHUOS
TAYNRH T
| .‘_’. -:;'1 st
I="‘-
,,.. £
% Y
y ‘I"I'
f
egend L / &
Provincial boundaries | BINH DUONG
L] J|
Birh Dueng [ ]
Birh Pt \ r’r \(
tay Hieh
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Figure 2: Map of sampling locations in Dau Tieng reservoir

The sampling process was conducted
with the following
Vietnamese standards: TCVN 6663-
6:2018, TCVN 6663-1:2011, TCVN
6663-3:2016, TCVN 6663-4:2020, TCVN
5994:1995, and TCVN 8880:2011. Water
samples were collected at pre-planned

in accordance

locations using specialized equipment,
including a horizontal water sampler
by direct sampling methods. On-site
monitoring parameters were measured
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in strict compliance with current national
standards. Sample preservation and
handling following TCVN 6663-3:2016 -
ISO 5667-3:2016.

2.2. On-site measurement method

Rapid measurements of certain
parameters were performed on-site using
field instruments, including pH (measured
according to TCVN 6492:2011) and
dissolved oxygen (DO, measured
according to TCVN 7325:2016).



2.3. Laboratory analysis method

Various water quality parameters were measured in the laboratory following
current Vietnamese standards, as detailed in Table 2.

Table 2. Laboratory analysis methods

N° Parameter Analytical method

1 |BOD, (20 °C) TCVN 6001-1:2008; SMEWW 5210B:2017;
2 |COD TCVN 6491:1999; SMEWW 5220.C:2017
3 |TSS TCVN 6625:2000;

4 | Amoni (NH,*-N) TCVN 6179-1:1996; SMEWW 4500-NH,.B&D:2017,
5 |NO,-N TCVN 6178:1996;

6 |NO-N TCVN 6180:1996

7 |PO/-P TCVN 6202:2008,;

8 |Fe TCVN 6177:1996; TCVN 6193:1996

9 [Cu TCVN 6193:1996

10 |Cd TCVN 6197:2008; SMEWW 3113B:2017
11 |Pb TCVN 6665:2011; SMEWW 3113B:2017
12 |As TCVN 6626:2000; SMEWW 3113B:2017
13 | Tong Coliform TCVN 6187-2:2020; SMEWW 9221:2017

2.4. Assessment of surface water
quality

Surface water quality was assessed
based on the National Technical
Regulation on Surface Water Quality,
QCVN 08:2023/BTNMT [8], using
the criteria presented in Tables 1 and
3, with the limits in Columns A and
B, both of which serve as national
standards for surface water quality.
The nitrate (NOs™) parameter was
evaluated according to nitrogen
(N) content, and phosphate (PO+*)
according to phosphorus (P) content.
The parameters NOs;-N and PO+*-P
are not included in QCVN 08:2023/
BTNMT, so they should be evaluated
using the WQI method.

The WQI was assessed using a color-
coded classification table in accordance
with Decision No. 1460/QD-TCMT,
issued by the Vietnam Environment
Administration on November 12, 2019
[9], as follows:

The Water Quality Sub-Index
(WQISI) for parameters including As, Cd,
Pb, Cu, BODs, COD, NH4"-N, NOs™-N,
NO:-N, PO+ -P, and Coliform was
calculated using Equation (1):

WQISI - (BPHI - Cp) *q,.,

where:

(1

- WQI, Sub-index water quality
indicator for a given parameter.

- C,: The measured concentration of
the parameter is taken into account.

- BP.: The lower limit concentration
of'the monitored parameter value specified
in Table 1 corresponds to level i.

- BP,,: The upper limit concentration
ofthe monitored parameter value specified
in Table 1 corresponds to level i+1.

- q;: WQI value at level i given in the
table corresponds to BPi value.

- q,,: Gia trt WQI ¢ muc i+1 cho
trong bang tuong ung voi gia tri BPi+1

For DO parameter (WQI,)) is
calculated by formula (2):
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WQI, = (C,-BP)+q, )

in which: Cp: DO % saturation value

BP, BP_, q, q,, are the values
corresponding to levels i, i+1 in Table
3 - Regulations on BP. and qi values for
DO % saturation.

The saturated DO value is calculated
according to the formula:

DO, = 14.652-0.41022T +
0.0079910T? - 0.000077774T

T: water environment temperature at the
time of observation (unit: °C).

DO% saturation is calculated as follows:

_ dissolved
DO%saturation B E— * 100
dissolved
where DO dissolved is the observed DO value
(mg/L).
wor, (T2, Wl )Ym
wWaol = X

Q 100 100

where:

WQI: Calculated result for parameter

- The WQI,, is calculated using
Formula (2) and Table 3 when 20 <
DO% ... <88; and using Formula (1)
and Table 3 when 112 <DO% . <200

For the pH parameter (WQI ) the
p
BPi and qi values are presented in Table 4.
In this study, WQIpH equals 100 because
the observed pH values fall within the
range of 6 <pH <8.5.

Typically, sub-index values are
scaled from 0 to 100, where higher values
indicate better water quality.

The overall WQI of parameter groups
I, III, IV, and V for 13 parameters at 16
monitoring points was determined using
the following formula:

k i
X [1 WQly x 1 wael ]1/2
L vy v

i=1 i=1

parameters: DO, BODs, COD, N-NH4",
N-NOs, N-NO:, P-POs# - arithmetic

group I (pH value, taken directly and mean of seven parameters, with a
divided by 100). weighting factor of 2).
WQIL,: Calculated result for WQI:  Calculated  result  for

parameter group III (heavy metals: As,
Cd, Pb, Cu - geometric mean of four
parameters; Fe is not specified in this
decision and was therefore evaluated
separately against QCVN 08:2023).

WQI,: Calculated result for
parameter group IV (organic and nutrient

parameter group V (microorganisms:
Coliform -single parameter, with a
weighting factor of 1).

The calculated WQI values were
compared with the six color-coded
categories in Table 3, which indicate
different levels of water quality and their
suitability for use.

Table 3. WQI value ranges and corresponding color categories for
water quality assessment [8]

Type | WQI value range | Water quality | Color | RGB color code
| 91-100 Excellent Blue 51; 51; 255
I 76 -90 Good Green 0;228;0

III 51-75 Average Yellow 255;255;0
v 26 -50 Fair Orange 255;126; 0
\Y% 0-25 Poor Red 255;0;0

VI <10 heavy pollution | Brown 126; 0; 35
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2.5. Data processing methods

The data were recorded and initially
processed using Microsoft  Excel.
Subsequently, statistical analysis was
performed using Origin 9 Pro software
(OriginLab Corporation, Northampton,
MA, USA). The results were then
visualized in graphical form using Origin
9 Pro software.

3. Results and discussion

3.1. Spatial and temporal variations
in reservoir water quality

The monitoring and analysis results
of physico-chemical, heavy metal, and

DT1 DT2 DT3 DT4 DT5 DT6 D7 DT8 DT9 DT10DT11DT12DT13DT14DTI5DT16
Samples
Aprl pH

microbiological parameters in the Dau
Tieng reservoir in 2024 showed significant
spatial and temporal variations between
the rainy and dry seasons.

* Physico-chemical parameters

The analysis of physico-chemical
parameters in the reservoir water,
compared to the National Technical
Regulation on Surface Water Quality
(QCVN 08:2023/BTNMT - Tables 1 and
3) and the previous regulation (QCVN
08-MT:2015/BTNMT - Columns Al and
B1 for nitrate (NOs-N) and phosphate
(PO+*"-P), revealed clear fluctuations over
space and time, as illustrated in Figure 3.

120

= QCVN 08:2023/BTNMT, Table 3, Level B April BOD

[ October BOD,

. E

10.0

s
L

BOD, (mg/L)
o
2

DT1 DT2 DT3 DT4 DTS DT6 DT7 DT8 DT9 DT10DT11DT12DT13DT14 DT15 DT16

— QCVN 08:2023/BTNMT, Table 3, Level B, min
( a) [ October pHj — = QCVN 08:2023/BTNMT, Table 3, Level B, max (b) Samples
24.0 o - i
QCVN 08:2023/BTNMT, Table 3, Level B g:i bCe?EéO 240 4 — QCVN 08:2023/BTNMT, Table 3, Level B April TSS
204 = 20 [ October s
20.0 o 2004
18.0 o 180 4
16.0 4 16.0 o
1404 —
% 3 14.0 o
)
E 104 £ 1204
b £
o (%]
100 D 190
o 2 100
5.0 o 804
6.0 4 6.0 o
404 4.0+
204 204
0.0 -4 0.0 ——— e, e e A
DT1 DT2 DT3 DT4 DT5 DT6 DT7 DT8 DT9 DT10DT11DT12DT13DT14 DT15DT16 DT1 DT2 DT3 DT4 DT5 DTé DT7 DT8 DT9 DT10DT11DT12DT13DT14 DT15DT16
(C) Samples (d) Samples
22.0 2.0
— QCVN 08:2023/BTNMT, Table 3, Level B April DO — QCVN 08:2023/BTNMT, Table 3, Level B April NH.~
20.0 [ October DO| 1.8 - [C_JOctober NH.~
18.0 4 1.6
16.0 =
144
14.0 o
o a7
1204 [=2]
£ E 10+
o 100 +,
(=] = = = o z 08 -
5.0 = I I =z
= 1 0.6 4
6.0 4 /5 £
o il i, aliiedrl
"] E |
204 02
0.0 -3 v 0.0 -9
DT1 DT2 DT3 DT4 DT5 DT6é DT7 DT8 DT9 DT10DT11DT12DT13DT14 DT15DT16 DT1 DT2 DT3 DT4 DTS DT6é DT7 DT8 DT9 DT10DT11DT12DT13DT14 DT15DT16
(e) Samples (D Samples

35



i

NO,- (mgiL)

i

— QCVN 08:2023/BTNMT, Table 1, Level B

T
I

0020 - -l:‘:l
o000 41T, .

( ) DT1 DT2 DT3 DT4 DT5 DT6

DT7 DT8 DT9 DT10DT11DT12DT13DT14 DT15DT16
Samples

Figure 3: Concentration levels of pH (a), BODs (b), COD (c), DO (d), TSS (e), NH.* (f),
NO:~ (g) in the water of Dau Tieng reservoir in April and October 2024

As shown in Figure 3a, pH values
ranged from 6.1 - 7.9 mg/L in April and
6.2 - 6.9 mg/L in October, all within the
level B limits (6 - 8.5 mg/L) of QCVN
08:2023/BTNMT, indicating suitability
for domestic and agricultural use. Elevated
pH at the reservoir center was attributed
to phytoplankton photosynthesis,
particularly in early daylight hours (6 - 10
AM), where CO- uptake exceeded supply.

Figure 3b shows BOD:s levels 0f 4.8 -
6.84 mg/L in April and 4.3 - 10.6 mg/L in
October. Non-compliance was observed
in 7 samples (April) and 8 samples
(October), with higher values during the
rainy season (+0.3 - 3.16 mg/L), reflecting
increased biodegradable organic matter.
Persistent exceedances at DT2, DT4,
DTS, and DT10 suggest chronic pollution
from industrial, domestic, and agricultural
sources.

COD concentrations (Figure 3c)
ranged from 9.2 - 15.2 mg/L in April
and 9.2 - 21.5 mg/L in October. Fifteen
samples met standards in April, while
five exceeded limits in October. Seasonal
increases (up to +6.3 mg/L) point to
intensified organic loading from runoff,
decomposition, and agricultural inputs,
particularly at DT4 and DT16.
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DO values (Figure 3d) were 4.68 -
6.45 mg/L in April and 5.28 - 7.04 mg/L
in October. Only DT15 fell below the
5.0 mg/L threshold in April. High DO in
October suggests enhanced water quality
and self-purification, though localized
oxygen depletion remains a concern in
organically polluted sites.

TSS levels (Figure 3e) remained
within permissible limits (< 100 mg/L),
ranging from < 4 - 16.1 mg/L in April
and 5 - 20 mg/L in October. Lower TSS
indicates good water clarity, benefiting
aquatic ecosystems and human health.

NH4"-N concentrations (Figure 3f) in
April (0.048 - 0.26 mg/L) met standards,
but October values (0.17 - 1.46 mg/L)
exceeded limits in 12 out of 16 samples.
Seasonal increases (0.122 - 1.2 mg/L)
imply intensified ammonium pollution,
likely from organic decomposition and
runoff. Elevated NH4"™-N poses risks
to aquatic life and promotes bacterial
nitrification.

NO2-N values (Figure 3g) were
compliant in April (0.001 - 0.011 mg/L)
but exceeded limits at DT3, DTS5, and
DTI15 in October (< 0.01 - 0.1 mg/L).
Seasonal  fluctuations minor
compared to NHa4"-N.

WEre



* Heavy metal parameters

Widespread heavy metal pollution in water and soil presents a major barrier to
environmental sustainability and public health
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Figure 4: Concentration charts of Cu (a) and Fe (b) in Dau Tieng reservoir water

Figure 4a shows that Cu
concentrations in April (dry season)
ranged from non-detectable (ND) to 0.18
mg/L, with only 8 of 16 samples meeting
the Class B limit (< 0.1 mg/L). In contrast,
all October (rainy season) samples ranged
from ND (not detected) to 0.09 mg/L and
complied with QCVN 08:2023/BTNMT
standards. The data indicate significant
seasonal variation, with higher Cu levels
in the dry season likely due to sediment
accumulation and anthropogenic sources
such as agricultural and industrial
runoff. In the rainy season, dilution and
sedimentation reduced Cu concentrations.
While elemental Cu is not toxic, its
compounds pose health risks, including
gastrointestinal and liver disorders. Cu
contamination often originates from
fertilizers and pesticides, warranting
caution in domestic use.

As in Figure 4b, Fe
concentrations in the dry season ranged
from 0.07 to 2.43 mg/L, with 10 of 16 sites
exceeding the permissible limit (< 0.5
mg/L). In the rainy season, levels ranged
from 0.1 to 1.22 mg/L, with only 3 sites

shown

exceeding the limit. Lower concentrations
in the rainy season may result from
dilution and improved dispersion. High
Fe levels can discolor water and cause
metallic odors, with potential sources
including untreated domestic waste
and runoff. Although Fe is essential for
human health, excessive intake from
contaminated water can cause digestive

issues and nutrient absorption problems.

As and Pb were not detected in any
samples during either season. Cd was
detected in only two samples per season
DTS5 and DTI10 in April; DT2 and DTS5
in October, with concentrations ranging
from 0.0011 to 0.0024 mg/L. All Cd levels
remained within the QCVN 08:2023/
BTNMT limits.

* Microbiological parameters

16
sampling sites during the dry season
ranged from 460 to 3,500 MPN/100 mL,
all of which met the criteria for water
quality level B (< 5,000 MPN/100 mL).
During the rainy season, values ranged
from 200 to 4,300 MPN/100 mL, again

Coliform concentrations at
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falling within the Class B threshold
according to Table 3 (Class B) of QCVN
08:2023/BTNMT. The study results show
that Coliform values in both seasons met
the permissible limits; However, notable
fluctuations observed between
locations and across seasons. These
variations could be attributed to sources
such as domestic wastewater from nearby
residential areas, effluent from livestock
farming, particularly poultry operations,
and runoff carrying waste materials from
surrounding areas during heavy rainfall.

were
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Figure 5: Coliform content chart in Dau
Tieng reservoir water

Consumption of water or food
contaminated with Coliform bacteria
in excess of microbial safety standards
may lead to gastrointestinal symptoms
such as discomfort, fever, abdominal
cramps, or non-febrile diarrhea. The
severity of symptoms varies depending
on individual health status. Vulnerable
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groups, particularly the elderly and young
children, face higher health risks due to
weaker immune systems.

3.2. Water quality assessment of
Dau Tieng reservoir using WQI

The Water Quality Index (WQI) was
calculated based on 13 parameters in both
the dry and rainy seasons, including DO,
BODs, COD, NH4", NOs~, NOz, POs*,
pH, As, Pb, Cu, Cd, and Coliform, in
accordance with Decision No. 1460/QD-
TCMT dated November 12, 2019. The
results indicated that water quality at all
16 fixed monitoring stations was generally
rated from ‘“Average” (yellow) to
“Excellent” (blue) across both monitoring
periods, with WQI values ranging from
65.45 to 91.98. Spatial fluctuations in
water quality were observed. WQI results
for the Dau Tieng reservoir irrigation
system, referenced against the rating
scale in Table 3 [8], revealed both spatial
and temporal variations in water quality
across six levels (I-V). Notably, water
quality during the rainy season showed
greater variability compared to the dry
season. Specifically, several parameters
exhibited signs of degradation during the
rainy season, including NH4" (DTS5, DT9,
DT10, DT15, DT16), NO2~ (DT3, DTS,
DT15),and NOs;™ (DT1,DT2), all of which
demonstrated lower quality relative to the
dry season, as shown in Tables 4 and 5.
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The WQI values, derived from
surface water monitoring data, provided a
comprehensive assessment of water quality
and its seasonal variation in the Dau Tieng
reservoir. Results indicated mild seasonal
fluctuations, with a decline in water quality
during the rainy season, although overall
conditions remained suitable, suitable for
irrigation and domestic supply purposes,
provided appropriate treatment measures
are applied.

Our findings highlight pronounced
seasonal variation in organic and nutrient
pollution. Concentrations of DO, BOD:s,
COD, N-NH4", N-NO,, and N-NO/
increased markedly during the rainy
season, reflecting the influence of surface
runoff  transporting pollutants from
agricultural and domestic activities. This
pattern is consistent with observations in
other Vietnamese irrigation systems, such
as Bac Hung Hai, where high levels of TN,
NHa4*-N, and BODs were reported during
the rainy season [3]. Similarly, Nguyen
et al., (2023) reported elevated NH4" and
PO#~ in Tri An reservoir, associated with
a heightened risk of eutrophication [10].
These trends underscore the strong impact
of rainfall-driven runoff on nutrient and
organic pollution. Comparable seasonal
dynamics have also been reported
internationally, for instance in China and
Bangladesh, where COD, TP, and Fe
concentrations were significantly higher
in the wet season [11, 12].

Regarding heavy metals, elevated
concentrations of Cu were observed,
particularly during the dry season. Felevels
were consistently high in both seasons,
with higher dominance in the dry season.
In addition, trace amounts of Cd were
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detected at some monitoring sites in both
the rainy and dry seasons. This contrasts
with nutrients, where rainy season peaks
were dominant, suggesting different
sources and controlling mechanisms.
Pham and Tran (2023) observed similar
dry-season Cu exceedances in the Cam
Son irrigation system, attributed to
sediment accumulation and agricultural
inputs [13]. International studies, such
as those on the Danjiangkou reservoir in
China, also highlight the role of sediments
in metal enrichment [14]. These findings
emphasize that metal pollution in
irrigation reservoirs is not only seasonally
dependent but also strongly influenced by
sediment-water interactions.

Previous studies (2023) of the Dau
Tieng Irrigation System reported degraded
water quality, characterized by high pH,
low DO, and elevated concentrations of
BODs, COD, NH4*-N, NO:™-N, PO+ -P,
coliforms, Fe, and TSS, frequently
exceeding Column B1 of QCVN 08:2015/
BTNMT [6, 7]. WQI values range from
0-50, indicating pollution status by pH, DO,
and COD parameters with red level [6],
and with the lowest scores associated with
high coliforms, pH, NH4", NO-", and low
DO [7]. The present study confirms these
earlier findings butalso reveals new patterns
under the updated standards. Water quality
remains under significant pressure, when
BOD, COD, DO, NH4", NO:™ (particularly
during the rainy season), and Fe, Cu (in the
dry season) exceeded Level B of QCVN
08:2023/BTNMT at multiple sites. While
overall WQI values generally ranged
from average to good, poor water quality
persisted in several locations, mainly due
to organic matter, nitrogen compounds,



and elevated Fe and Cu. Unlike earlier
studies, our investigation emphasizes the
role of Fe and Cu as recurrent pollutants
of concern, even though their ecological
toxicity is relatively low. These results
underscore that pollution sources remain
largely unchanged, with wastewater
inputs dominated by industrial activities
(75.2 %), followed by livestock (22.6 %),
healthcare (1.4 %), and domestic sources
(0.8 %) [15]. Seasonal dynamics continue
to be driven by rainfall and hydrological
conditions, reinforcing the vulnerability
of the reservoir during high-flow periods.
Beyond the Dau Tieng reservoir, this
situation reflects broader trends across
southern Vietnam, where surface waters
consistently show severe organic and
nutrient pollution (low DO, high TSS,
BOD, COD, pH, and coliforms)[4, 5]. From
a management perspective, the persistence
of these issues highlights two main
challenges: (1) Ineffective implementation
of pollution control measures, and (ii)
Stricter requirements under QCVN
08:2023/BTNMT that reveal shortcomings
in current practices. Key strategies should
therefore include enhanced monitoring
networks, stricter regulation of industrial
discharges, expansion of centralized
wastewater treatment, and nature-based
solutions such as constructed wetlands
and bioremediation. The detection of
trace but persistent heavy metals further
indicates the need to reduce agrochemical
use and implement sediment management
measures.

4. Conclusion

This study assessed the surface
water quality of Dau Tieng reservoir

during the dry and rainy seasons of
2024 using 15 physico-chemical, heavy
metal, and microbiological parameters,
benchmarked against national standards,
and analyzed via the WQI. The results
revealed pronounced seasonal and spatial
variations, with elevated concentrations
of BODs, COD, and NH4" particularly
during the rainy season, indicating
organic and nutrient pollution associated
with agricultural runoff and domestic
wastewater. Although most parameters
remained within Level B limits under
QCVN  08:2023/BTNMT, localized
exceedances of Cu and Fe concentrations
during the dry season and DO, BODs,
COD, NH4*-N, NO2™-N, and NOs™-N were
recorded as polluted at many monitoring
locations during the rainy season. WQI
values across all stations ranged from
“average” to “good”, confirming the
general suitability of the reservoir water
for irrigation and domestic use after
appropriate treatment. The WQI values
in the study area ranged from “average”
to “good”, indicating that the reservoir
water is generally suitable for irrigation
and domestic use after appropriate
treatment. However, the presence of
localized pollution hotspots, reflected by
relatively low WQI values due to elevated
concentrations of specific parameters
such as NH4" (DTS, DT9, DT10, DT15,
DT16), NO.~ (DT3, DTS5, DT15), and
NO;~ (DT1, DT2), highlights the need
for targeted water quality management
interventions. In particular, the detection
of trace yet persistent concentrations of
heavy metals further underscores the
necessity of reducing agrochemical use
and implementing sediment management
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measures. Comparisons with recent
national and international  studies
demonstrated that seasonal dynamics and
pollutant load fluctuations are prevalent
in freshwater and irrigation systems.
The findings emphasize the importance
of regular environmental monitoring,
pollution source control, and adaptive
water management strategies to safeguard
aquatic ecosystem health and ensure
sustainable use of water resources. In
conclusion, this study provides new
evidence of seasonal fluctuations and
localized pollution hotspots in the
Dau Tieng reservoir, consistent with
patterns observed in other Vietnamese

and international irrigation systems.
The results underline the importance
of continuous monitoring, stricter

enforcement of environmental standards,
and integrated management of domestic,
agricultural, and industrial wastewater to
safeguard water quality and ecosystem
health.
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Abstract

This study reports the synthesis and characterization of a novel nanocomposite
adsorbent based on multi-walled carbon nanotubes functionalized with aluminum
oxide nanoparticles (MWCNT ALOs) for the efficient removal of Pb*" ions from
aqueous solutions. The structural and morphological properties of the composite were
investigated using transmission electron microscopy (TEM), X-ray diffraction (XRD),
Fourier-transform infrared spectroscopy (FT-IR), and thermogravimetric analysis
(TGA). Adsorption data were fitted to the Langmuir isotherm model, revealing a
maximum adsorption capacity of 81.3 mg/g for Pb** ions. These findings demonstrate
the high potential of M WCNTﬂAle3 as an effective adsorbent for heavy metal ion
removal in water treatment applications.
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environments originate from industrial
discharges such as electroplating,
ceramics and battery
production [1].

1. Introduction

Lead (Pb*) is among the most
toxic heavy metals commonly found
in contaminated water sources and
poses significant threats to both human
health and the environment. Chronic
exposure to lead has been associated

manufacturing,

In recent years, the development
of effective techniques for removing
lead ions from water has become an

with neurotoxicity, renal dysfunction,
reproductive complications,
cardiovascular diseases,
concentrations. Typical symptoms of lead
poisoning include impaired cognitive
development, kidney failure, infertility,
miscarriage, and elevated blood pressure.
Major sources of lead pollution in aquatic
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and
even at low

urgent research focus. Among various
treatment methods, adsorption stands
out due to its operational simplicity,
cost-effectiveness, and high removal
efficiency. A wide range of adsorbents
has been explored, including activated
carbon, iron oxides, silica, and zirconia
[2]. However, many of these conventional



materials suffer from limited adsorption
slow kinetics, and poor

To these
nanostructured materials

capacity,
recyclability.
limitations,

have been increasingly investigated.

Multi-walled  carbon  nanotubes
(MWCNTs) exhibit exceptional potential
as adsorbents due to their high specific

overcome

surface area, mesoporous structure,
and chemical stability. Several studies
have demonstrated the effectiveness of
MWCNTs in removing heavy metal ions
such as Pb*" Cd**, and Cr®* from aqueous
media [3,4]. Recently, approaches have
focused on hybridizing MWCNTs with
metal oxides to further enhance adsorption
performance through synergistic effects.
Aluminum oxide (AlO,) nanoparticles
have shown a strong affinity for Pb*" due
to their amphoteric nature and surface
hydroxyl functionality. However, limited
work has addressed the integration of
ALOs with MWCNTs via wet-chemical

modification methods.

In this study, we aim to develop a
novel nanocomposite adsorbent based on
acid-activated MWCNTs functionalized
with  ALLO, nanoparticles (denoted
as MWCNT AL O,). The composite
was synthesized via oxidation with
an H,SO,/HNO, mixture, followed by
surface deposition of aluminum species
through aluminum nitrate treatment.
The resulting material was thoroughly
characterized and evaluated for its Pb*
removal efficiency. The adsorption
the

Langmuir isotherm model to assess its

behavior was analyzed using

comparative performance.

2. Experiment
2.1. Materials

- Acid HCI (36 %), H,SO, (98 %),
HNO, (63 %), Pb (NO,), (99 %), NaOH
(99 %), H,0, (30 %) were pure chemicals
from Macklin Company, China.

- Multi-walled carbon nanotubes
(MWCNTs) used for the study were
synthesized at the Institute of Chemistry
and Materials by the chemical vapor
deposition method using PLG gas on a
semi-continuous system. The resulting
nanotubes have an outer diameter of
20 - 40 nm and an inner diameter of
approximately 5 - 10 nm.

2.2. Experimental

*  Modified multi-walled carbon
nanotubes

The surface activation of MWCNTs
was performed using a mixed acid
treatment in a round-bottom flask under
continuous magnetic stirring. A mixture
of concentrated HNOs and H,SO, was
employed in various volume ratios, with
a total volume of 70 mL of acid mixture
per 1 g of pristine MWCNTs. The
reaction mixture was initially stirred at
ambient temperature and then gradually
heated to 90 °C. The oxidation treatment
was maintained for a duration of 1 to 3
hours to introduce oxygen-containing
functional groups onto the MWCNTs’
surface, thereby enhancing their
hydrophilicity and dispersion stability.
Upon completion of the reaction, the
mixture was allowed to cool to room
temperature. The residual acid was
removed by multiple washing cycles
with deionized water until a neutral pH
was achieved. The resulting product
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was filtered and subsequently dried at
90 °C to obtain the acid-functionalized
MWCNTs, denoted as MWCNT..

To assess the aqueous dispersibility
of the functionalized nanotubes, a
precisely weighed amount of MWCNT,
was dispersed in 20 mL of deionized
water and subjected to ultrasonication
for 1 minute. The suspension was then
centrifuged to separate the undispersed
fraction. The sediment was dried and
weighed to evaluate the extent of
dispersion, which serves as an indirect
measure of surface functionalization
efficiency. The
repeated three times, and the average
value was calculated to ensure the
reliability of the results.

*  Synthesis  of MWCNT/AL:0s
nanocomposite material

A total of 1 g of MWCNT, was
dispersed in deionized water in a flask
and stirred for 2 hours to allow sufficient
dispersion. The suspension was then
subjected to ultrasonic treatment for 30
minutes to further enhance dispersion.
Separately, 3 g of Al (NO,),. 9H,O
was completely dissolved in deionized
water. The resulting aluminum nitrate
solution was then added dropwise into
the MWCNT, suspension under constant
stirring. The mixed suspension was
stirred for an additional 1 hour, followed
by another 30 minutes of ultrasonication
to promote homogeneous distribution
and adsorption of aluminum species onto
the nanotube surface. The final mixture
was dried at 100 °C and subsequently
calcined at 400 °C for 90 minutes in air.
This process led to the in-situ formation
of AlLO, nanoparticles directly anchored
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experiment  was

on the surface of MWCNT,, yielding the
desired MWCNT /AL O, nanocomposite.

* Adsorption study of Pb** ion

The Pb?" adsorption performance
of the material was evaluated by
investigating the adsorption capacity.
experiment, 0.05 g of
adsorption material was added to 50
mL of Pb*" solution at various initial
concentrations (C ). The mixtures were
shaken for 2 hours, followed by filtration
to separate the adsorbent. The pH
values of all solutions were adjusted to
5 by 0.1 mol/L HNO,. The residual Pb**
concentration in the supernatant (C)
was determined using atomic absorption
spectroscopy (AAS). The adsorption
capacity (Q, mg/g) was calculated using
the following equations:

For each

_ (CO_Ct) XV
- m

(1)
where: q - Adsorption capacity (mg/g)

C, - Initial Pb** concentration (mg/L)

C, - Pb** concentration at equilibrium
(mg/L)

V - Volume of solution (L)

m - Mass of adsorbent (g)

The maximum adsorption capacity
(Q,,) was evaluated based on the
Langmuir isotherm model, described by
the equation:

(b.Cv

4= Amax 3y, < 100

)

where: q - Adsorption capacity at
equilibrium (mg/g)

q,,,. - Maximum adsorption capacity
(mg/g)
C - Equilibrium concentration of

t

Pb** (mg/L)



b - Langmuir constant related to
adsorption affinity
The linear form of the Langmuir
equation is given as:
Ct 1 Ct
_ = —_—,—,— +
q b.dmax

)

By plotting C/q versus C, q__ can
be obtained from the slope of the resulting
line (slope = 1/q_ ).

max:

Omax

2.2. Materials characterization

The  surface
the materials
transmission electron microscopy (TEM,
JEOL TEM 5410 NV). Fourier transform
infrared (FT-IR) spectra were recorded
by an FT-IR NEXUS 670 spectrometer
with wave numbers from 400 to 4000
cm’ to examine the structure of the
material. The crystalline structure of
the materials was characterized by
X-ray diffraction (XRD) using a Bruker

morphology  of

was examined using

D5005 diffractometer equipped with
Cu Ko radiation (A = 1.54056 A). The
thermal properties of the material were
investigated using thermogravimetric
analysis (TGA), in an air atmosphere at a
heating rate of 10 °C/min.

3. Results and discussion

3.1. Effect of acid ratio and reaction
time on activation efficiency and
dispersibility of MWCNTs

The activation of MWCNTs using a
mixed acid system (H,SO,, HNO,) aims
to introduce oxygen-containing functional
groups on the MWCNTs surface,
improving hydrophilicity and dispersion
in aqueous media. The data summarized
in Tables 1-3 clearly demonstrate that both
the volume ratio of H,SO, to HNO, and
the reaction duration exert a significant
influence on the activation yield and
aqueous dispersibility of MWCNTs.

Table 1. Activation results of MWCNTs at volume ratioV,, o, : V, . =3.0:1.0
Sample M1 M2 M3 M4
Reaction time (h) 1.0 1.5 2.0 3.0
Yield (%) 81.34 70.58 70.37 68.55
Dispersibility (g/L) 3.56 4.19 4.12 6.78
At a volume ratio of H,SO,:HNO, = consistent with previously reported

3:1 (Table 1), the highest yield (81.34 %)
was obtained after 1 hour of reaction
(M1). As reaction time increased, the
yield decreased slightly, down to 68.55 %
at 3 hours (M4). This decline is likely due
to over-oxidation and partial degradation
of the nanotube structure, which is

trends [5]. Meanwhile, the dispersibility
improved with time, reaching a maximum
of 6.78 g/L at 3 hours. This indicates
that longer exposure to oxidizing agents
enhances surface functionalization and
thus hydrophilicity, albeit at the expense
of yield.

Table 2. Activation results of MWCNTs at volume ratioV,, (, : V. =4.0: 1.0
Sample M5 Mé6 M7 M8
Reaction time (h) 1.0 1.5 2.0 3.0
Yield (%) 76.68 73.23 064.62 61.73
Dispersibility (g/L) 2.43 3.96 4.21 7.13
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With an increased acid strength
ratio of H,SO,:HNO, = 4:1 (Table 2), the
same trend was observed: yield decreased
with longer reaction times (from
76.68 to 61.73 %), while dispersibility
increased, reaching 7.13 g/ for MS.
This suggests that a stronger acidic

environment accelerates the oxidation
process, promoting the formation of polar
groups (-COOH, -OH) on the MWCNTs
surface. However, it also causes a more
pronounced degradation of the MWCNTs
framework, thus reducing the overall
mass yield.

Table 3. Activation results of MWCNTs at volume ratio V., (, : V, . =5.0: 1.0
Sample M9 M10 Mil M12
Reaction time (h) 1.0 1.5 2.0 3.0
Yield (%) 76.50 68.30 64.92 61.25
Dispersibility (g/L) 2.11 3.20 6.90 7.66

Further increasing the ratio to 5:1
(Table 3) led to the lowest yields across
all time intervals, with only 61.25 %
obtained at 3 hours (M12). Notably, the
dispersibility continued to improve,
achieving the highest value recorded (7.66
g/L). This confirms that while a highly
acidic environment maximizes surface
modification, it simultaneously enhances
MWCNTs fragmentation.

Therefore, for applications requiring
both structural retention and good
dispersion as a support for metal oxides
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or in the adsorption of heavy metals, a
H,SO,:HNO, ratio of 3:1 and a reaction
time of 3 hours appears optimal. This
condition provides a balance between
maintaining the MWOCNTs’ backbone
integrity sufficient

and introducing

functional groups for further modification.

FT-IR spectroscopy was used to
confirm the presence of surface functional
groups introduced during acidic oxidation
of MWCNTs. The result is shown in
Figure 1.

il

32 H- EE R ]
g &G gt 34 gES
1500 1000 500

Wavenumber cm-1

Figure 1: FT-IR spectrum of MWCNT " material
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As shown in Figure 1, a broad peak at
3417 cm corresponds to O-H stretching
vibrations, indicating the formation of
hydroxyl groups. Weak bands at 2902
cm™ are assigned to sp® C-H stretching. A
distinct peak at 1708 cm'! is attributed to
C=0 stretching of carboxylic acid groups,
while the band at 1630 cm™ represents
C=C stretching from retained aromatic
domains. Peaks at 1429 - 1372 cm’!
are associated with C-OH bending, and
strong absorptions at 1162 - 1032 cm’
correspond to C-O stretching vibrations
from alcohols or ethers. Additional
bands in the 667 cm™ reflect out-of-plane

bending of aromatic C-H. These results
confirm the successful functionalization
of MWCNTs with oxygen-containing
groups, enhancing their hydrophilicity
and suitability for further applications
such as metal ion adsorption or composite
formation.

3.2. Characterization of MWCNT/
ALO, nanocomposite

The structural morphology of the
MWCNT, AL O, composite was examined
using transmission electron microscopy
(TEM). Pristine MWCNTs were also used
as a reference sample. The corresponding
TEM images are shown in Figure 2.

100 nm

a) MWCNTY

100 nm

b) MWCNT/ALO,

Figure 2: TEM images of (a) pristine MWCNTf and (b) MWCNT, /A1203

As shown in Figure 2a shows that
the MWCNTTf consists of numerous tubes
with diameters ranging from 20 to 40 nm.
Each carbon nanotube is multi-walled,
and the tube lengths are typically several
hundred micrometers. The MWCNT,
sample exhibits typical entangled tubular
structures with smooth surfaces and
hollow cores. The absence of external
particles suggests that the acid treatment
preserved the nanotube morphology

while introducing surface functionalities.

In contrast, the TEM image of the
MWCNT,_ALO, nanocomposite (Figure
2b) reveals the successful deposition of
AL O, nanoparticles along the surfaces
of the nanotubes. These appear as darker
contrast regions uniformly distributed
over the MWCNT, framework. This
homogeneous dispersion indicates strong
interfacial interactions between the
ALO, phase and the functional groups
-COOH, -OH introduced during the acid

oxidation of MWCNTs. Such interactions
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are essential for achieving a stable and
well-integrated hybrid nanostructure.
The presence of finely dispersed AL O,
not only increases the available surface
area but also introduces a high density
of active adsorption sites, enhancing the
material’s affinity for heavy metal ions
such as Pb?*. Furthermore, the conductive
and mechanically robust MWCNT,

=] (002)

network provides structural support and
facilitates charge transport, which can be
beneficial in potential electrochemical
adsorption.

The structure of the materials was
further characterized by X-ray diffraction
(XRD). The XRD patterns of the
MWCNT/ALO, and MWCNTs samples
are presented in Figure 3.

(002)

- \'M.#‘(J

= ALO,

(a) MWCNTs

(b) MWCNT/ALO,

Figure 3: XRD patterns of (a) MWCNTs and (b) MWCNT /A1203

In Figure 3a, the pristine MWCNTs
exhibit a strong diffraction peak at
20 = 26°, corresponding to the (002)
reflection of graphitic carbon, which is
a characteristic feature of multi-walled
carbon nanotubes. Several additional
low-intensity peaks are also observed,
which can be attributed to residual metal
oxide catalysts (Fe, Ni, or Co oxides)
originating from the MWCNTs synthesis
process. In contrast, the XRD pattern of the
MWCNT/ALQO, nanocomposite shown
in Figure 3b presents two main features:
the characteristic peak of MWCNT  at 260
= 26 °, and additional broad diffraction
signals attributed to AL O, confirming
the successful deposition of aluminum
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oxide on the nanotube surface. Notably,
the minor peaks observed in the pristine
MWCNTs associated with metal oxide
impurities are absent in the composite
material. This indicates that the acid
treatment  (H,SO,/HNO,) effectively
removed residual metal oxides by
dissolution. Furthermore, the composite
was subjected to calcination at 400 °C,
which likely promoted the decomposition
of amorphous carbon and improved the
crystallinity of the AlLO, phase. The
disappearance of impurity peaks and the
emergence of AL O, signals confirm the
effectiveness of both the purification and
composite synthesis processes, resulting
in a structurally cleaner and functionally



integrated hybrid material suitable for
adsorption applications.
Thermogravimetric analysis (TGA)
was employed to evaluate the thermal
stability and decomposition behavior of

100
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-

pristine MWCNTs, acid-functionalized
MWCNTs (MWCNT,), and the MWCNT/
AlL:Os nanocomposite. The corresponding
TGA and DSC data are presented in
Figure 4.
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" b
0

N

"o 0 00
Temperature (*C)

Figure 4: TGA curves of pristine (a) MWCNTs, (b)) MWCNT P and (c) MWCNT /A1203
nanocomposite

As shown in Figure 4a, the pristine
MWCNTs sample exhibits remarkable
thermal stability, with negligible weight
loss observed up to approximately 580 °C.
The sharp mass loss occurring between
600 °C and 700 °C is attributed to the
oxidative decomposition of the carbon
nanotube the
MWCNT, displays an earlier onset of
thermal degradation (around 250 °C),
as shown in Figure 4b. This behavior

structure. In contrast,

is indicative of the presence of oxygen-

containing functional groups, such

as carboxyl and hydroxyl moieties,

introduced during acid oxidation. The
main decomposition stage occurs in the
range of 500-650 °C, which is slightly
lower than that of pristine MWCNTs.
The thermal of the MWCNT/ALO,
show a
An

initial minor weight loss below 150 °C

nanocomposite (Figure 4c)
multi-step degradation process.

corresponds to the removal of physically
adsorbed moisture. A significant mass
loss observed between 450 °C and 650 °C
is associated with the thermal degradation
of the MWCNTs component. Notably, a
substantial residual mass (~40 %) remains
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at 800 °C, confirming the successful
incorporation of thermally stable AlO,
into the composite. The DSC curve
exhibits a weak endothermic peak around
600 °C, consistent with the exothermic
oxidation of carbonaceous species.

3.3. Investigation of Pb** adsorption

The adsorption performance of Pb**
ions onto MWCNT /ALO, nanocomposite
adsorbents was evaluated using Langmuir
isotherm models as depicted in Figure 5.
Pristine MWCNTs and MWCNT, were also
employed as control samples for comparison.
The curves represent the equilibrium
adsorption capacity (¢, mg/g) as a function
of equilibrium concentration (Ct, mg/L).

70

[

b

60

0 5 10 15 20 25 30 35
C, (mg/L)

Figure 5: Langmuir adsorption isotherms
of Pb** on the different materials (a)
MWCNTs, (b) MWCNTI, and (c) MWCNTYf/
ALO, nanocomposite

As illustrated in Figure 5, the pristine
MWCNTs (curve a) showed the lowest
adsorption capacity, with an adsorption
value of approximately 55 mg/g. This
limited performance is attributed to the
chemically inert surface of untreated
MWCNTs, which lacks sufficient polar
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functional groups to effectively interact
with Pb** ions. The acid-functionalized
MWCNTs  (MWCNT,  curve b)
demonstrated a notable improvement in
adsorption performance, reaching a q of
~62 mg/g. This enhancement is primarily
due to the introduction of oxygen-
containing functional groups -COOH,
-OH during the acid oxidation process,
which increases both surface polarity
and the number of active binding sites.
The  MWCNT/ALO, nanocomposite
(curve c) exhibited the highest adsorption
capacity among the three materials, with
a gmax approaching 67 mg/g. This superior
performance is attributed to the synergistic
interaction between the functional groups
on MWCNT, and the high surface area of
Al O, nanoparticles. Al,O, not only acts as
a structural support that prevents MWCNT,
aggregation, but also provides active
adsorption sites capable of interacting with
Pb** through surface complexation.

The maximum adsorption capacity
of the material for Pb*" was determined
by fitting the experimental data to the
Langmuir isotherm model.

As can be seen in Figure 6, the
linearized form of the Langmuir equation
yielded a high correlation coefficient
(R? = 0.9939),
agreement between the model and the
experimental data. From the slope of
the plot, the g was calculated to be
approximately 81.30 mg/g, suggesting
that the material possesses a high density
of active adsorption sites.

indicating excellent
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Figure 6: (a) The Langmuir isotherm and (b) The linear plot were used to determine
constants for Pb**

4. Conclusion

In this study, MWCNTs were
successfully functionalized wusing an
HNO,/H,SO, mixture (1:3 v/v) under
optimized (90°C, 3h),
yielding high oxidation efficiency and
material
of

carbon

conditions

recovery. A nanocomposite
acid-functionalized  multi-walled
nanotubes (MWCNT) and
aluminum oxide (Al,O,) was successfully
synthesized and evaluated for its efficiency
in removing Pb** ions from aqueous
solutions. The MWCNT_ Al O, composite
exhibited a maximum Pb*" adsorption
capacity of 81.3 mg/g, demonstrating
its potential for practical applications in
aqueous heavy metal removal.
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Abstract

The interaction between surface water and groundwater is a natural activity and
plays a crucial role in the sustainable development of water resources in Vietnam.
Meanwhile, few researchers and organizations pay attention to that, so we decided
to investigate the interaction between surface water and groundwater in Thuong Cat,
Hanoi, Vietnam, in the riverside area of the Red River. In the research, three methods
were chosen to investigate surface and groundwater interaction in the study area,
including stable isotope analysis (*0O and °H), riverbank infiltration Lizi meter, and
Seepage meter. The correlation coefficients between the 'O and *H for the isotope
analysis method were above 0.8 for both wet and dry seasons. While the measurement
results from the Lizi meter and Seepage meter showed that the interaction is complex
and could be impacted easily by external factors, such as infrastructure construction
or exploitation of water resources. The results indicated that groundwater contributes
to surface water in both dry and wet seasons.

Keywords: Interaction between surface water and groundwater, discharge, stable
isotope, surface water, groundwater.
*Corresponding author, Email: ttle@hunre.edu.vn
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1. Introduction the hydrologic cycle, which needs to be

The interaction between the Red researched clearly in exploitation, usage,

River’s surface water and groundwater and water protection [8, 9]. Meanwhile,

is a continuous and frequent natural 1N Vietnam, there are a limited number

relationship. It is a significant activity
of nature, impacting the water flow,
river reserve, and groundwater reserve.

The interaction plays a crucial role in
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of studies thoroughly investigating this
relationship, even though this is now a
well-established research field globally.

In Red River’s basin, A modest



number of studies
interaction of surface
groundwater in various areas, such as
Dan Phuong, Son Tay, and Hung Yen.
Additionally, in Gio Linh Quang Tri;
Ninh Thuan plain; South Hanoi area,
there were few studies investigating the
interaction of surface water and Holocene
aquifers, Pleistocene aquifers [1 - 4].
On a global scale, and within Vietnam,
studies on this subject have employed
diverse methodologies. Approaches such
as geological-hydrogeological methods,
mathematical modeling, and isotopic
methods have demonstrated the optimality
of these techniques. The research
findings revealed that the interaction of
surface water and groundwater varies
spatially and temporally, depending on
geological, hydrogeological, climatic,
and anthropogenic conditions [3, 5, 6, 7].

investigated the

water and

The authors used three methods,
which are Seepage, riverbank infiltration,
Lizi meter, and stable isotope analysis,
to investigate the interaction between
surface water of the Red River and
groundwater in the Holocene aquifer in
the Thuong Cat, Hanoi.

2. Methodology

2.1. Seepage experiment

The seepage measurement method
involves the use of an inox cylindrical
apparatus, which is open at the bottom.
Its sealed upper section is connected to
a plastic bag via a valve positioned on
its rim. This apparatus is then positioned
onto the riverbed to establish a watertight
seal, thereby preventing the escape of
water. Subsequently, a connecting plastic
bag (initial water level V ) and then the

initial value. After a set time interval (t),
the volume (V) within the bag is then
measured.

The volumetric flow rate could be
calculated by the following formula:

V-V
Q — ( lt.F O) (1)

where: Q: The volumetric flow rate (m/h)
V,: Initial volume (m’)
V,: Final volume (m?)
t: Experiment duration (h)

F: The cross-sectional area of the
cylindrical apparatus (m?)
The volume difference (V,-V)) is

designated with a negative sign (-) when
surface water is lost and a positive sign

(+) when surface water is gained.

Figure 1: The structure of the seepage
measurement apparatus

The experimental apparatus, depicted
in Figure 1, consists of: (1) A plastic bag
used to hold the initial water volume V ;
(2) The cylindrical apparatus positioned
on the riverbed; (3) A stake to secure the
plastic bag.

2.2. Riverbank infiltration Lizi meter

This method utilizes 1.5-meter-long,
5 cm inner diameter transparent plastic
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tubes to determine the vertical hydraulic
gradient of riverbed sediments. Their
durable, approximately 1 mm thick walls
minimize sediment disturbance during
insertion into the riverbed.

The transparent plastic tubes
facilitate the measurement of hydraulic
gradient both inside and outside the tube
(Ah) (m). The water level outside the tube
represents the river’s surface water level,
or can be considered the hydraulic head
of the river’s surface, or equivalently, the
head at the top of the sediment column.
The sediment core length (L) (m) is
defined as the depth from the bottom of
the tube to the sediment surface inside the
tube. Therefore, the hydraulic gradient (1)
could be calculated using the formula:

Ah
=T )

Lv

Vertical hydraulic conductivity (Kv)
of the sediment column is determined
via a falling-head permeameter test. The
tube’s upper section is filled with water,
and subsequent water level readings
are taken at predefined intervals. Kv is
calculated using the formula

I

D
L

K, = 22 "In(h, /h,)

-4

)

where: L : The length of the sediment
core (m)

h, and h, represent the hydraulic
gradient inside the tube measured at times
t, and t,, respectively.

D: Tube diameter (m)

m=,/ Kh/Kv

K, is the horizontal hydraulic
conductivity of the riverbed sediments
surrounding the core. (m/day).
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K, is the wvertical

conductivity (m/day).

hydraulic

In this formula, h represents the
height of the water column added to the
tube at two specific time points.

At each experimental location,
let the hydraulic gradient be I, and the
vertical hydraulic conductivity be K . The
specific discharge q (m/day) is calculated
according to Darcy’s Law:

=-1LK, (4)

2.3. Stable isotope analysis ("*0
and ’H)

In this research, we analyzed two
stable isotopes, namely '*O and Deutrium
(*H), because they are the most ubiquitous
stable isotopes in water, and two elements
constitute water molecules. The recharge
ratio from the Red River to the Holocene
aquifer during the wet and dry seasons is
determined by the equation:

Wet season:

Groundwater = o, Surface water + (1-0.,)
Rainfall

Dry season: Surface water = a,Ground-
water + (1-0,,) Rainfall

where:

a, fraction of river water
contribution to groundwater in the rainy

s€ason.

a: fraction of  groundwater
contribution to the river in the rainy
season.

The balance equation can be written
as follows:

Wet season:

380 =X x 810 +(1-X)x 310 _ (5)



0°H =Y x8*H+(1-Y)x06°H (6)
Dry season:

00, =X, x8"0_+(1-X)*x3"0_ (7)
0’H =Y, x6’H +(1-Y)x8°H_ (8)
where: 6 '*O, 6 °H_: Represent the values
of oxygen-18 and deuterium isotope

components in river water (surface water),
respectively (%o).

6'"0_, 6H_: Represent the values
of oxygen-18 and deuterium isotope
components in rainfall, respectively (%o).

water to  Holocene  groundwater
recharge during the wet season, based
on oxygen-18 (®0) and deuterium
(*H) isotopes, respectively (%).

X, and Y, represent the
percentage  contributions of  river
water to  Holocene  groundwater

recharge during the dry season, based
on oxygen-18 (& "O) and deuterium
(6°H) isotopes, respectively (%).

From the aforementioned balance
equations, the values of X, Y va X, , Y,
are determined as follows:

[5180nn—-6180m]
60 _,6°H_:Represent the values X1 = | S®os—s50m | = 100 (%) (10)
. . e a
of oxygen—lS‘ and deuterium 1sot9pe Y, = s ann 82 Hml 100 %) (1)
components in the Holocene aquifer : 518H5‘5 1’;"‘ :
. [ 6'°0s-5'°0m |
(groundwater), respectively (%o). X, = 5onn—s0ml = 100 (%) (12)
2 <2
X, and .Yl ' represent 'the Y, = 62 Hs-8 2Hm x 100 (%)  (13)
percentage  contributions  of  river L§“Hnn—6“Hm|
3. Results
3.1. Seepage experiment results
Table 1. Seepage experiment results (Wet season, November 2023)
. N . Long/Lat t Vv Q
Site N Site code Date " v (h) (mih) | m¥day
1 Sepal 11/11/2023 21,09875 105,73977 1,71 -300 -0,004
2 Sepa2 11/11/2023 21,09853 | 105,73996 1,80 150 0,002
4 Sepa3 11/11/2023 21,09825 105,74036 1,93 300 0,004
6 Sepa4 11/11/2023 21,09762 | 105,74105 | 2,10 1000 0,011
7 Sepas 11/11/2023 21,09753 | 105,74118 | 2,64 100 0,001
9 Sepab 11/11/2023 21,09721 105,74162 1,40 500 0,009
14 Sepa7 11/11/2023 21.09555 | 105.74353 | 2,21 100 0,001
15 Sepa8 11/11/2023 21,09582 105,74345 2,10 105 0,001
16 Sepa? 11/11/2023 21,09553 | 105,74382 | 2,40 110 0,001
Table 2. Seepage experiment results (Dry season, March 2024)
oo | s Long/Lat t \Y Q
Site N° | Site code Date " v (h) (mih) | mday
1 Sepal 2/17/2024 21,09875 105,73977 1,38 -400 -0,007
2 Sepa2 2/17/2024 21,09853 105,73996 1,42 199 0,003
4 Sepa3 2/17/2024 21,09825 105,74036 1,65 440,7 0,006
6 Sepa4 2/17/2024 21,09762 105,74105 2,09 739,1 0,008
7 Sepas 2/17/2024 21,09753 105,74118 1,40 30 0,001
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Site N° | Site code Date . Long/Lat v (lt1) (m‘l]/h) m;()lay
9 Sepab 2/17/2024 21,09721 105,74162 1,74 1033,8 0,014
14 Sepa’ 2/17/2024 21.09555 105.74353 1,69 139,5 0,002
15 Sepag 2/17/2024 21,09582 105,74345 1,68 174 0,002
16 Sepa9 2/17/2024 21,09553 105,74382 2,01 14 0,000

0.011

-OO{M

Sepal Sepal Sepal

Sepad  Sepad

The volumetric flow rate Q (Seepage)
November 2023 (m®/day)
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Figure 2: Volumetric seepage flow rate during the wet season
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Figure 3: Volumetric seepage flow rate during the dry season

The results of the experiment showed
a reciprocal interaction between the Red
River surface water and the groundwater.
Sites with positive flow rates indicate
that river water receives groundwater
discharge, and vice versa.

Table 2 shows the Seepage
measurements in  November 2023,
indicating that the recharge is largely
concentrated in the central part of the
monitoring area, with the highest flow rates
reaching 0.011 m*day. Simultaneously,
Table 2 illustrates that the Sepa6 site had
the highest flow rates at m*/day.

In both seasons, the
consistently yielded negative Q values.

Sepal
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Based on observation, this location is near
a construction area. In the wet season, the
highest discharge amounts of 0.011 m?/
day and 0.009 m*/day were recorded at
Sepa4 and Sepa6, respectively. During
the dry season, the highest discharge
amounts were still observed at Sepa4
and Sepa6 at 0.008 m*/day and 0.014 m?/
day, respectively. The most pronounced
recharge occurs at sites Sepa6 and Sepa4.
For that reason, Red River water receives
groundwater discharge in both seasons.

To enhance the
evaluating the interaction between
surface water and groundwater, the
research team additionally integrated

accuracy in



a riverbank filtration meter and stable

results regarding the surface water and

isotope analysis methods. This approach groundwater relationship in the riverine

aims

to provide the most precise

area of the Thuong Cat area.

3.2. Riverbank infiltration Lizi meter results

Table 3. Riverbank infiltration Lizi meter results (Wet season, November 2023)

Long/Lat At | Ah Lv q (m/
TT D (m m Kv I
X y ] m "™ m day)
Lizil | 21,09837 | 105,7402 | 1,1 | -0,06 | 0,02 | 0,17 | -0,030 | -0,026 | -0,35| -0,009
Lizi2 | 21,09775 105,741 10,8 | 0,20 | 0,02 | 0,18 | -0,033 | -0,042 | 1,11 | 0,062
Lizi3 | 21,09748 | 105,7413 |2,5| 0,09 | 0,02 | 0,18 | -0,090 | -0,099 | 0,50 | 0,054
Lizi4 | 21,09716 | 105,7416 |24 | 0,11 | 0,02 | 0,16 | -0,057 | -0,058 | 0,66 | 0,043
Lizi5 | 21,09556 | 105,7438 |2,3| 0,11 | 0,02 | 0,17 | -0,037 | -0,016 | 0,62 | 0,009
Lizi6 | 21,09547 | 105,7442 |2,5| 0,10 | 0,02 | 0,16 | -0,040 | -0,015 | 0,63 | 0,009
Specific discharge (Lizi) (m'ng) November 2023
01
0.07 b.062 0.054
0.04
0.008"""+-.... 0.009
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Figure 4: Results of the riverbank infiltration Lizi meter during the wet season

Table 4. Riverbank infiltration Lizi meter results (Dry season, March 2024)

Long/Lat At | Ah Lv q (m/
TT D (m m Kv I
X vl m [P™] m day)
Lizil | 21,09837 | 105,7402 | 1,6 | -0,10 | 0,02 | 0,16 | -0,033 | -0,023 | -0,63 | -0,014
Lizi2 | 21,09775 | 105,741 | 1,0 | 0,17 | 0,02 | 0,19 | -0,032 | -0,062 | 0,89 0,055
Lizi3 | 21,09748 | 105,7413 | 2,2 | 0,43 | 0,02 | 0,17 | -0,034 | -0,007 | 2,53 0,019
Lizi4 | 21,09716 | 105,7416 | 2,2 | 0,23 | 0,02 | 0,17 | -0,037 | -0,045 1,35 0,060
Lizi5 | 21,09556 | 105,7438 | 2,1 | 0,13 | 0,02 | 0,20 | -0,032 | -0,029 | 0,65 0,019
Lizi6 | 21,09547 | 105,7442 | 2,2 | 0,07 | 0,02 | 0,16 | -0,047 | -0,026 | 0,44 0,011
Specific discharge (Lizi) (m'ng) March 2024
0.055 0.05
14 0019 ,,,,,,,,,,,,,,,,,,,,,,,,,, 0019 _.I_I-.OD“
| B =
[ |
0014
Lial Lia2 Lim3 Lizd Lia3 Liab

Figure 5: Results of the riverbank infiltration Lizi meter during the dry season
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During the wet season, the figure for
Lizi2 was the highest specific discharge
amount at 0.062 m/s. Conversely,
locations Lizi5 and Lizi6 exhibited the
lowest recharge flow rates, reaching only
0.009 m/day. Notably, Lizil was the sole
point where Red River surface water
recharged the Holocene aquifer, with a
recharge rate of up to 0.009 m/day.

During the dry season, the Holocene
aquifer plays a significant role in
supplying water to the Red River. This

3.3. Stable Isotope Analysis results

recharge flow rate varies depending on
the specific location along the river. The
highest specific discharge amounts were
recorded at Lizi2 and Lizi 4 at 0.055
m/day and 0.06 m/day, respectively.
Conversely, location Lizi6 had the lowest
recharge flow rate, reaching only 0.011
m/day. Similar to the wet season, Lizil
remained the sole point where Red River
surface water recharged the Holocene
aquifer in the dry season, with a recharge
rate of up to 0.014 m/day.

Table 5. Stable isotope analysis results (Wet season, November 2023)

Sample code - Long/Lat ; 50 (%o) 5°H (%0)
nml 21.098434 105.740310 -6,.8 Z69,60
nm2 21.097835 105.740956 ~6,09 269,98
nm3 21.097456 105.741299 25,95 270,45
ndd1 21.092500 105.735556 -6,30 269,98
ndd2 21.092778 105.736944 2597 “71,98
ndd3 21.090833 105.737500 25,46 72,03
ndd4 21.091795 105.735966 5,34 “72,58
ndd5 21.091639 105.733852 493 ~74,14
ndd6 21.091607 105.734473 479 ~73,84
ndd7 21.090833 105.737500 428 ~75,89

-69.00
-70.00
7100
7200
i -73.00
-74.00
y=-29375x% - 8832 -73.00
B2 = (0443 -76.00
-77.00

-7.00 -6.00 -5.00 -4.00 -3.00 -2.00 -1.00 0.00

3180

Figure 6: Surface water - Groundwater relationship during the Wet seasonTable 6. Stable
isotope analysis results (Dry season, March 2024)

Sample code " Long/Lat v 6130 (%) 6%H (%)
nml 21.098434 105.740310 -5,13 - 67,54
nm?2 21.097835 105.740956 - 5,01 - 68,01
nm3 21.097456 105.741299 -4,94 - 68,25
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Sample code " Long/Lat v 630 (%o) 67H (%o)
ndd1 21.092500 105.735556 - 5,05 - 68,99
ndd2 21.092778 105.736944 -4.89 - 70,95
ndd3 21.090833 105.737500 -4.48 -71,01
ndd4 21.091795 105.735966 -4.36 - 71,38
ndd5 21.091639 105.733852 -3,98 - 73,24
ndd6 21.091607 105.734473 -3,75 - 72,94
ndd7 21.090833 105.737500 -3,28 - 74,69

67.00
‘s -68.00
60.00
~70.00
T 71.00
o -72.00
73.00
y=_3.6363x - 87.016 74,00
R =10.8809 75.00
~76.00
6.00 5.00 4.00 300 2.00 100 0.00
550

Figure 7: Surface water - Groundwater relationship during the Dry season
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Figure 8: Monitoring and isotope sampling point map

Through Table 5 and Table 6, along
with Figure 8, it can be observed that the
&’H and 630 isotope contents in both Wet
and Dry seasons show a gradual increasing
trend from the Northwest to the Southeast.

Figure 5 and Figure 6 illustrate the

relationship between the stable isotope ratios
of water, specifically 8°H and 6'*O, with the

y-axis representing the &°H stable isotope
content (%o) and the x-axis representing the
8"0 stable isotope content (%o).

In both seasons (Wet and Dry), the
relationship between 6*H and 630 follows
a linear regression equation with high
correlation coefficients (R?) (0.9443 in the
Wet season and 0.8899 in the Dry season).
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Table 7. Results of stable isotope recharge calculation using *0

Wet season Dry season
Parameter | 5uo | s%0, | &0 | X, | 8%0, | s%0, | s%0_ | X,
Value -6,11 -5,30 -6,35 33 -4,26 -5,03 -1,12 23
Table 8. Results of stable isotope recharge calculation using deuterium (*H)
Wet season Dry season
Parameter [ son [ 62 | o°H_ | Y1 | 6°H_ | o°H | o°H_ | ¥,
Value -70,01 | -72,92 | -40,53 10 -67,93 | -71,89 | -7,59 16
Thus, in the wet season, the The difference between the two methods

percentage contribution of river water to
Holocene aquifer groundwater recharge,
calculated using the '*O isotope, was
33 %, and using the *H isotope, it was
10 %. The difference between the two
methods was 23 %. This indicates that
in the wet season, the Holocene aquifer
groundwater was recharged by the Red
River by 33 % and received no recharge
from other sources. In the dry season,
the percentage contribution of Holocene
aquifer groundwater to river water,
calculated using the '®O isotope, was 23
%, and using the *H isotope, it was 16 %.

was 7 %. This demonstrates that at the
beginning of the dry season, the river
water received 23% recharge from the
Holocene aquifer groundwater.

Although the correlation coefficient
between the two isotopes is relatively
high, the discrepancy between the two
results is quite significant. Because it is
attributed to the less stable distribution of
the 2H isotope compared to '*O, leading to
less precise data. This is the cause of the
discrepancy error, but it is still accurate
enough to assess surface water and

groundwater interaction.

huong Cat
NDD4__ %/
o0

1:20,000

@ Groundwater sample point Commune boundary \I
* Surface water sample point —— Cross Section
® Lizi test location I River

Sepa test location Survey borehole Tuu

[ 1 \

Legend / ’

Bac Tu Liem ;o frac

{ Thuy Phuong

" |Minh Khai
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Figure 9: Hydrogeological cross-section of the study area (through LK609)

4. Conclusion

After combining three methods
to investigate the relationship between
surface water and groundwater in the
Thuong Cat riverine area (Seepage
infiltration, riverbank infiltration, Lizi
meter, and stable isotope analysis), several
conclusions can be drawn:

Groundwater supplements surface
water in the study area with a flow rate of
>0.003 m?/day, decreasing inversely with
distance. Although the experiment was
conducted in the dry season, the results
show that surface water still recharges
groundwater.

The reciprocal interaction between
surface water and groundwater in the
Thuong Cat area occurs consistently
despite seasonal variations (in the wet
season, Red River recharges
the Holocene aquifer (gh), while in
the dry season, the Holocene aquifer
(qgh) groundwater recharges the Red
River). However, construction along the
riverbank can disrupt this process, leading
to consequences such as an imbalance
in the Holocene aquifers gh2 and ghl.
Specifically, this could directly affect the

water

exploitation capacity of structures in this
area.

The results of this study provide
an overview of the interaction between
groundwater and surface water in the Red
Riverine area of Thuong Cat. This will
be beneficial for hydrological projects
concerning both  groundwater
surface water in the area, serving natural,
institutional, and social

and

economic,
development.
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Abstract

The purpose of this study is to evaluate the factors affecting residential land prices
in the context of rapid urbanization in Ha Dong district. The study employed the sales
data on the website of batdongsam.com to assess the current status of residential land
prices in the study area. Then, the AHP-based land price factor analysis was employed
to identify the key determinants of the residential land price in the study area. The results
show that the location factors are the most important factors affecting residential land
price. Economic factors also play important roles, while planning factors have a lower
influence level. By observing individual factors within the group, the study reveals
that the factors of distance to roads, access to social infrastructure, and GDP growth
are the factors that most influence residential land price in the study area. Factors of
technical infrastructure planning, industrial park planning, and interest rate have little
influence on residential land price in the area. This result provides a practical basis
for local land managers to adjust planning and residential land prices, contributing to
sustainable urban development in Ha Dong district, Hanoi.
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prices, and it serves multiple purposes,
including property taxation [2], mortgage
lending [4], urban planning (Bertaud,
2004), investment analysis [6], and fair
compensation in land acquisition (World

1. Introduction

Residential land price is the amount
of money that a buyer is willing to pay and
a seller is willing to receive in a voluntary
transaction in the market, reflecting the

economic value of the land or property
attached to the land [1]. Residential
land price is influenced by a variety of
factors such as location, surrounding
facilities, profitability, and
market conditions [5]. Land valuation is
essential for identifying residential land

zoning,

Bank, 2015). Accurate valuation ensures
efficient market operations and informed
policy decisions.

Factors affecting residential land
price can be quantified by the use
of many quantitative and qualitative

methods. Multivariate regression
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methods are often applied to determine
the effects of variables such as location,
infrastructure, and planning [11].
The hedonic valuation method based
on land parcel characteristics is also
widely applied [13]. Multiple regression
analysis is useful, but it also faces several
limitations, including multicollinearity
among independent variables [7],
sensitivity to outliers [16], and inability
to capture non-linear relationships [8].
Additionally, it assumes linearity and
normality, which may not reflect real
estate market complexities [11]. On the
contrary, the Analytic Hierarchy Process
(AHP) is an attractive method for
evaluating land sale price determinants
due to its ability to handle complex,
multi-criteria ~ decision-making by
structuring factors into a hierarchical
framework [14]. AHP enables pairwise
comparisons, ensuring
weighting of qualitative and quantitative
factors (Ho, 2008), while minimizing
subjectivity through eigenvalue-based
consistency checks (Vaidya & Kumar,
2006). Its flexibility in integrating expert
judgments and market data makes it
ideal for real estate valuation (Mulliner
etal., 2013).

Ha Dong district, located in
the southwestern part of Hanoi, has

consistent

undergone significant transformation
in recent years due to infrastructure
expansion, population growth, and
increased investment in residential

and commercial projects. As a result,
residential land prices in this area have
wavered dramatically, raising concerns
among policy makers, investors, and
residents about the underlying causes and
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implications of price changes. Despite the
growing interest in urban land valuation,
there remains a lack of comprehensive
studies that systematically quantify the
factors influencing residential land prices
in Ha Dong. Traditional valuation methods
often fail to capture the multifaceted
nature of residential land price factors,
leading to inconsistent or oversimplified
assessments. To address this gap, this study
employs the Analytic Hierarchy Process
(AHP) - a structured decision-making tool
that allows for the evaluation of multiple
criteria based on expert judgment and
pairwise By applying
AHP, the research aims to examine the
determinants of residential land price and
provide a deeper understanding of their

comparisons.

relative importance. The results of the
study are essential for shaping effective
land price management strategies and
guiding future urban growth.

2. Materials and methods
2.1. Data collection

Random sampling of residential plots
ensures that every plot in the population
has an equal chance of being selected,
resulting in more objective results. The
collected data includes the listed price
on batdongsan.com, land plot address
information, area, location, and influencing
factors (if any). After collection, the data
is cleaned and analyzed using statistical
methods to determine typical land values.
The formula is based on the simple random
sampling method [3]:

z2Xp X (1-p)
n= 2

where n is number of samples to be
investigated; Z is value corresponding



to the confidence level (1.96 for 95 %
confidence); p is the estimated proportion
of the research characteristic (if unknown,
usually take p = 0.5 to ensure the largest
sample size); and e is the allowable error
(for example, 5 % then e = 0.05). Applying
this formula with the desired accuracy of
90 %, we have the number of samples to be
investigated is 271 (Fig. 1). The locations
of the sample points are the coordinates
of the land parcel centers shown on the
location diagram of Figure 1.

2.2. Assessment of residential land
sale price

Residential land sale price data of the
collected points with UTM coordinates is
imported and saved in Excel CSV format,
then converted to a shapefile in ArcGIS,
and finally residential land sale price was
interpolated by the point shapefile. Inverse
Distance Weighting (IDW) was used
for spatial interpolation of land values
due to its effectiveness in estimating
unknown points based on nearby known
land sale price values [15]. IDW assigns
greater weights to closer locations,
making it suitable for real estate markets
where proximity influences prices [10].
However, it may oversmooth extreme
values [9]. The interpolated value at

location i is calculated by the formula:

n Zj
=1

~ g~

z(i) =

|~

n

i=1 dF

A

where zi is the value at point i; di is the
distance from point i to position u; n is the
number of neighboring points used. After
interpolation, the zonal statistics module
in ArcGIS 10.8 is used to calculate
average land prices by administrative unit

or by land parcel. In a raster map, each
residential land parcel or a land unit on
the map is a collection of residential land
price pixels. When applying the ArcGIS
zonal statistics, it automatically calculates
the average value of all pixels of the
parcels on the raster map of residential
land price.

574090 576090 578090 5800.00 582l)|00 5840.00

2324000
2324000

221000
221000

2318000
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2312000
2312000

574000 576000 578000 580000 582000 584000

Figure 1: The sites of the residential land
price sales in Ha Dong

2.3. Analysis of factors affecting
residential land sale price

The AHP method is applied to
determine factors affecting residential land
price according to the following steps:

* Step 1. Determine the evaluation
criteria

Based on the review of the previous
studies, three groups of factors influencing
residential land value are analysed. The
location group (L) consists of proximity
to roads (L1), proximity to technical
infrastructure (L2), and proximity to
public facilities (L3). The economic
group (E) includes GDP growth (E1), per
capita income (E2), interest rate (E3), FDI
attraction of Hanoi (E4), and expected
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investment return (ES5). The planning
group (P) consists of road planning
(P1), technical infrastructure planning
(P2), new residence planning (P3), and
industrial zone planning (P4).

* Step 2. Pairwise comparison and
matrix construction

Compare the importance levels
between factors on the 1 - 9 scale [14].

Table 1. Pairwise comparison scale on a scale of 1 to 9

Score Description
1 Two equally important criteria (Equal Importance)
3 This criterion is slightly more important than that criterion (Moderate Importance)
5 This criterion is significantly more important than the other criterion (Strong Importance)
7 This criterion is much more important than the other criterion (Very Strong Importance)
9 This criterion is extremely important compared to the other criterion (Extreme Importance)
2,4, 6, 8 | Intermediate Values

* Step 3. Calculate weights and
check consistency

Calculating weights from the pairwise
comparison matrix is an important step in
the AHP method, helping to determine
the relative importance of factors. After
normalizing the matrix, the weight of
each factor is calculated by taking the
average of the normalized values in
each row. The average of the normalized
values in each row is the weight. To
ensure the reasonableness of the results,
it is necessary to calculate the consistency
ratio (CR). If CR < 0.1, the results are
accepted; if CR > 0.1, the comparison
values need to be reconsidered.

The formula for calculating the
consistency index (CR) is as follows:

CR = CI/RI

in which, CR is Consistency Ratio; CI is
Consistency Index; RI is Random Index,
which depends on the number of criteria (n).

Cl is calculated as follows:

Cl = Amax_n
n—1

in which Amax is the maximum lambda,
n is the number of factors.

68

n
1
Amax = - Z (consistency vector)
i=1

Randomness Index (RI): Look up the
random number table

The RI depends on the number of
criteria (n). Below is a reference table
of RI values (Saaty, 1980). The RI was
introduced by Thomas L. Saaty within
the framework of the Analytic Hierarchy
Process (AHP).

3. Results and discussion

3.1. Assessment of residential land
price

The residential land price map of Ha
Dong district was interpolated by IDW
in ArcGIS 10.8 software from the point
shapefile. The estimated residential land
price map is presented in Figures 2 & 3.
The average land price of Ha Dong’s wards
shows a clear difference between areas of
the district, reflecting the varying levels
of development, geographical location,
and economic potential of each ward.
The residential land price is calculated in
million VND/m?, ranging from the lowest
price level of 68 million VND /m? in Bien



Giang ward to the highest price level of 187
million VND /m? in Quang Trung ward.

Quang Trung ward is estimated to
have the highest residential land price
of 187 million VND/m?, which is not
surprising because this area is the central
ward of Ha Dong district, where many
administrative agencies, schools, and
commercial centers are concentrated.
Quang Trung street is also the main
traffic axis, connecting with the National
Highway 6 and neighboring areas, creating
favorable conditions for business and
living. The next highest price is Van Phuc
ward with the price of 181 million VND/
m?, an area with highly populated areas
and close to major roads such as Nguyen
Trai, where the Cat Linh - Ha Dong metro
line passes through. Van Quan Ward also
recorded high prices, reaching 178 million
VND/m?, because of its location near the

Price (VIND million /m?)
187

center of Hanoi and the long-standing
development of residential areas, along
with abundant facilities such as Van Quan
Lake, attracting many home buyers.
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Figure 2: Residential land price in Ha
Dong district 3/2025
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Figure 3: Average residential land price by ward, Ha Dong district 3/2025

Wards such as Phu La (VND 172
million/m?), Phu Luong (VND 167
million/m?), and Ha Cau (VND 161
million/m?) also have high land prices
over VND 160 million/m?. These areas
are often located near major routes such
as To Huu and the National Highway 6,
and have newly developed urban areas
such as Nam Cuong and Geleximco.

In particular, Phu Luong and Phu La
benefit from the expansion of transport
infrastructure and large real estate
projects, causing land prices to grow
steadily. Ha Cau, with its location near
the district center, is also an attractive
destination as a result of its commercial

and service facilities.
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Bien Giang (VND 68 million/m?),
Dong Mai (VND 83 million/m?), and
Yen Nghia (VND 93 million/m?) have the
lowest prices. These are suburban areas,
far from the district center, with limited
transportation infrastructure and utilities.
Bien Giang, located on the edge of the
district, is mainly an agricultural area,
so the land prices are the lowest. Dong
Mai and Yen Nghia, although close to the
National Highway 6 and Yen Nghia bus
station, have not yet developed strongly
in terms of trade and population, leading
to lower prices.

In general, residential land prices
in Ha Dong in March 2025 show a
clear differentiation between central
and suburban wards. Wards close to the
center, with convenient transportation
and many public utilities such as Quang
Trung, Van Phuc, and Van Quan, have the

highest prices, while more distant wards
such as Bien Giang and Dong Mai have
significantly lower prices. This once
again confirms the role of location and
transport infrastructure in land pricing,
as analyzed earlier.

3.2. Analysis of factors affecting the
residential land sale price

(a) Factor groups

In order to determine which factor
groups have a major impact on residential
land price in Ha Dong district, AHP was
applied to determine the level of influence
of each group of factors and each factor.
First of all, the level of influence of the
group of factors, in this study, three
groups of factors, namely location factors,
economic factors, and planning factors,
were evaluated. The results of factor
group analysis affecting residential land
price are presented in Table 2.

Table 2. Factor group pairwise comparison matrix and weights

Factor L P E Weight (W)
L - location factor group 1 5 3 0.633
P - planning factor group 1/5 1 1/3 0.106
E - economic factor group 1/3 3 1 0.260

The results of calculating the group
weights and consistency index show that the
location factor (L) is absolutely dominant
(63.3 %). It means that the location group
is the most important factor in residential
land prices in the area. The economic
group (E) has a significant influence (26
%) due to its long-term impact on regional
development. The planning group (P) has
the lowest weight (10.6 %) because it is
cyclical and adjustable. The results of
calculating the consistency index CR =
3.36 % <10 % show that the assessment is
very consistent and reliable.
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CR =0.0336 < 0.1, accepted
(b) Location factors

Each factor of the location group is
evaluated, and the results are presented in
Table 3. The results show that the factor of
the distance to roads (L1) has the greatest
influence (63.3 %), followed by the factor
of the distance to social infrastructure
(L2) (health and education infrastructure
facilities) (26 %) and the factor of the
distance to technical infrastructure (L3)
(electricity and water infrastructure
facilities) (10.6 %). The consistency
index, CR = 3.36 % < 10 % proves that
the assessment is consistent and reliable.



Table 3. Location factor pairwise comparison matrix and weights

Factor L1 L2 L3 Weights
L1 - distance to roads 1 3 5 0.633
L2 - distance to social facilities 1/3 1 3 0.260
L3 - distance to technical infrastructures 1/5 1/3 1 0.106

(c) Economic factors

With economic factors, the analysis
results show that the level of influence
of GDP growth (El), per capita income
(E2), interest rate (E3), FDI attraction
of Hanoi (E4), and expected investment
return (E5) have different levels of
influence on residential land price in the

study area. The analysis results show

CR=0.0336<0.1

that the factors of GDP growth (E1) and
expected investment return (E5) have
more influence than the remaining factors
(Table 4). Although the interest rate is a
factor that directly affects capital flow into
the real estate market, it has the lowest
impact on residential land prices in the
area. The result of factor weighting with
a consistency coefficient CR=4.7% <10%
ensures the consistency of the assessment.

Table 4. Economic factor pairwise comparison matrix and weights

Factor El | E2 | E3 | E4 | ES | Weights
El - GDP growth 1 3 5 4 2 0.425
E2 - per capita imcome 1/3 1 4 1/2 0.170
E3 - interest rate 1/5 | 1/4 1 1/3 | 1/5 0.054
E4 - FDI attraction 1/4 | 172 3 1 1/3 0.108
ES5 - investment return 1/2 2 5 3 1 0.275

(d) Planning factors

In addition to the groups of location
and economic factors, the group of
planning factors also affects residential
land prices in the study area. The results
of determining the level of influence of
the planning factors on the residential land
price are presented in Table 5, including
roadplanning (P1),technical infrastructure
planning (P2), new residence planning
(P3), and industrial zone planning (P4).
Road planning (55.8 %) and new residence
planning (26.3 %) are the two factors that

CR =0.047 < 0.1, accepted

most strongly influence the prices in the
study area. Although industrial zones
play an important role in local economic
development, they show the lowest impact
on the price. Perhaps, investors as well as
residents are concerned about negative
impacts such as environmental pollution,
which negatively affects the prices.
The results of calculating the weights
of planning factors affecting residential
land price, with a consistency index CR
=4.6 % < 10 %, ensure consistency of the
assessment and reliability.
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Table 5. Pairwise comparison matrix of planning factors

Factor P1 | P2 | P3 | P4 | Weights
P1 - road planning 1 5 3 7 0.558
P2 - technical infrastructure planning 1/5 1 13 13 0.122
P3 - new residence planning 1/3 3 1 5 0.263
P4 - industrial zone planning V71 13 15| 1 0.057

(e) Global weights

When applying AHP, there is a clear
distinction between group weights and
factor weights within groups. Group
weights represent the relative importance
of each group of factors in the overall
hierarchy, determined by comparing
groups against one another. Once the
group weights are established, factor
weights within each group are calculated
by comparing the individual factors within
the same group. These factor weights
indicate the relative importance of each
factor within its group. To determine the
global weight of each factor in the entire
hierarchy, the factor weight is multiplied
by its corresponding group weight. This
step ensures that both the group-level
importance and the factor-level importance
are integrated into the final prioritization.
The results of determining the global
weights are presented in Table 6.

CR =0.046 < 0,1, accepted

Table 6 shows that the factors L1,
L2, and EIl have a greater influence on
residential land price than the remaining
factors. It means that the factors of
distance to roads, distance to social
infrastructure (education, health care),
and GDP growth are the main factors
influencing the price in Ha Dong district.
The factors of P4 (industrial zone
planning), P2 (technical infrastructure
planning), and E3 (interest rate) have
very little impact on the residential
land price in the study area. However,
it should be noted that the results of
the analysis of influencing factors in
this study are based on the subjective
opinions of the experts participating in
the assessment. Quantitative studies
on the level of influence of factors on
residential land sale price by means
of multiple linear regression analysis
need to be further studied to have more
objective conclusions.

Table 6. Global weights of the residential land price factors in Ha Dong

Factor Group | Factor Symbols | Group Weights | Factor Weights Global Weight
()] () (€)) “) G =3)x4
The location Ll 0.633 0.401
factors L2 0.633 0.260 0.165
L3 0.106 0.067
El 0.425 0.110
The economic E2 0.170 0.044
factors E3 0.260 0.054 0.014
E4 0.108 0.028
E5 0.275 0.071
P1 0.558 0.059
The planning P2 0.106 0.122 0.012
factors P3 ' 0.263 0.027
P4 0.057 0.006
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4. Conclusion

From the survey results of residential
land sale price as well as factors affecting
residential land prices in Ha Dong
district, it shows that residential land
price fluctuates between wards in the area,
wards located far from the district center
and the center of Hanoi have significantly
lower residential land price than the
central wards of the district. Through the
analysis of influencing factors using AHP,
it shows that the group of location factors
plays a key role in determining land prices,
followed by the group of economic and
planning factors. Considering each factor
in each group, the study shows that the
factors of distance to roads, distance to
social infrastructure, and GDP growth are
the factors that most influence residential
land sale prices in the study area. Factors
of technical infrastructure planning,
industrial park planning, and interest rate
have little influence on residential land
price in the area. Through the analysis
of factors affecting land prices, local
authorities have an additional useful
information source for more effective
management of residential land sale
prices in the area.
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Abstract

This study examines the effectiveness of Project-Based Learning (PBL) in
enhancing English speaking skills among non-English major students at Hanoi
University of Natural Resources and Environment. A mixed-methods approach
was employed with 48 first-year students, utilizing pre- and post-tests, as well as
questionnaires. The findings revealed substantial improvement in students’ speaking
performance, with noticeable progress in pronunciation, fluency, vocabulary, grammar,
and comprehension. In addition, learners reported positive attitudes toward PBL,
emphasizing increased motivation, confidence, and reduced anxiety when participating
in speaking activities. The results suggest that PBL not only enhances linguistic
outcomes but also contributes to affective and collaborative dimensions of language
learning. These findings highlight the potential of PBL as an effective pedagogy in the
Vietnamese higher education context, carrying important implications for curriculum
design, teacher training, and the integration of student-centered learning approaches.
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1. Introduction

Speaking is a core outcome of
English as a Foreign Language (EFL)
education, as it enables learners to
express their ideas, negotiate meaning,
and engage in academic and professional
contexts. It is often regarded as the most
important skill for real communication
[41],
judged by how coherently and confidently

with learners’ ability typically
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they sustain interaction [30]. However,

many  Vietnamese  undergraduates,
despite fair results in written exams,
continue to struggle with fluency,
accuracy, and confidence in oral tasks.
As noted, speaking is a productive skill
requiring purposeful practice, feedback,

and reflection [15].
Project-Based

Learning  (PBL)

offers a promising approach. Rooted in



constructivism, PBL engages learners in
authentic tasks, collaboration, and the
creation of tangible outcomes [1, 39, 17].
In language education, it has been shown
to improve fluency, vocabulary,
pronunciation while fostering motivation
and engagement [11, 29, 21]. Beyond
language, PBL promotes critical thinking,
teamwork, and creativity, which are
crucial skills for the 21% century [2, 23].

Vietnamese studies similarly
report PBL’s benefits for autonomy,
engagement, and communication,
with measurable gains in speaking
[27, 26]. However, challenges such as
shifting teacher-student roles, managing
teamwork, and integrating projects into
exam-oriented curricula remain [19, 18].
While international research increasingly
uses technology (e.g., vlogging) to create
authentic contexts [29], little evidence
exists from Vietnamese public universities
on technology-supported PBL aligned
with local curricula.

and

This study addresses these gaps by
investigating the effectiveness of PBL
in improving speaking skills among
first-year non-English majors at Hanoi
University of Natural Resources and
Environment (HUNRE). Using the project
“My English, My Story”, grounded in
Thomas’s criteria [39] and Krajcik &
Shin’s framework [17], students worked
collaboratively to produce videos on
real-life topics, supported by digital
tools and iterative feedback. A mixed-
methods approach, combining tests and a
questionnaire, was employed to evaluate
outcomes.

The study contributes conceptually
by extending PBL research to non-English

majors in a public university context,
empirically by providing integrated
evidence of its impact on speaking and
engagement, and practically by offering
a feasible, transferable design that aligns
with curricular realities. By addressing
implementation challenges and
documenting workable solutions, it aims
to inform teacher training, curriculum
development, and policy.

In sum, PBL shows strong potential
for enhancing speaking in EFL by
combining authenticity, collaboration,
and reflective assessment. By testing a
structured model with non-English majors
at HUNRE, this study seeks to clarify how
PBL can support oral communication
and interaction in resource-constrained
contexts highly relevant to Vietnamese
higher education and similar settings
worldwide.

2. Theoretical framework and
methods

2.1. Theoretical framework

This study draws on constructivist
learning theory, which views knowledge
as actively constructed through learner
engagement, collaboration, and reflection
rather than passively received from the
teacher [7, 6]. Within this paradigm,
Project-Based Learning (PBL) is
positioned as a learner-centered approach
in which students gain knowledge and
skills by working for an extended period
of time to investigate and respond to
authentic, complex questions. Adderley et
al. [1] identify five foundational elements
of PBL: the resolution of a meaningful
problem, student-driven integration of
activities, the production of an outcome,
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the implementation of the solution as
a project, and the redefined role of the
teacher as facilitator. Building on this,
Thomas [39] highlights five criteria: (1)
Projects are central to the curriculum;
(2) Learning is driven by an open-
ended question; (3) Students engage in
constructive investigation; (4) Learners
enjoy a high degree of autonomy; and
(5) tasks are authentic and realistic.
Similarly, Krajcik and Shin [17] articulate
six key features that define PBL learning
environments: driving question, explicit
learning goals, disciplinary practices,
collaboration, use of technological tools,
and the creation of artefacts.

In the context of English as a Foreign
Language (EFL), speaking is considered
both a core objective and a benchmark
of communicative competence [41, 30].
Speaking requires simultaneous control
of pronunciation, vocabulary, grammar,
fluency, and comprehension [15]. However,
Vietnamese students, especially
non-English majors, continue to struggle
with oral proficiency despite acceptable
performance in reading and writing. PBL
addresses these challenges by embedding
speaking practice in purposeful, real-
world projects where language is used
for authentic communication [20, 38].
Research demonstrates that PBL enhances
students’ confidence, fluency, vocabulary
range, grammatical accuracy, and overall
communicative performance [11, 35, 29,
21, 33]. It also cultivates learner autonomy,
motivation, and collaboration, which
function as mediating variables in the
development of speaking skills [13, 36, 12].

Drawing on these perspectives,
the theoretical framework of this study

many
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conceptualizes PBL as a structured
learning model in which input features
(driving question, collaboration,
technology, artefacts) generate mediating
processes  (engagement,  autonomy,
reflection, authentic language use),
which in turn lead to learning outcomes
(improved pronunciation, vocabulary,
grammar, fluency, and comprehension).
At the same time, contextual factors such
as curriculum alignment, group dynamics,
and resource availability are recognized
as boundary conditions that may constrain
or facilitate the effectiveness of PBL. This
framework informs both the research
design and the analysis of results.

2.2. Research methods

The study adopted a mixed-methods
design to evaluate the -effectiveness
of Project-Based Learning (PBL).
Quantitative data were collected through
pre- and post-speaking tests and a 22-
item Likert-scale questionnaire. The
research was conducted during the second
semester of the 2024 - 2025 academic
year at HUNRE with 48 first-year non-
English major students enrolled in Foreign
Language 2. Participants, divided into
eight groups, worked on the project “My
English, My Story” to produce videos on
everyday topics such as health, family,
ambitions, and money. The intervention
spanned 12 weeks: Week 1 involved
baseline data collection; Weeks 2 - 10
focused on project implementation with
topic selection, script drafting, rehearsals,
video production, and weekly feedback;
and Weeks 11 - 12 administered the post-
test and final questionnaire. Speaking tests,
scored on five dimensions (pronunciation,
vocabulary, structure, fluency,



comprehension) by two independent
reliability.

The questionnaire measured perceived

raters, ensured inter-rater
effectiveness of PBL for speaking and
student attitudes, with Cronbach’s alpha
confirming internal consistency (> 0.70).
Quantitative data were analyzed using
statistics,

descriptive paired-samples

t-tests, and effect size calculations.
3. Results and discussion
3.1. Results
3.1.1. Speaking test performance

To examine the effectiveness of

Project-Based Learning (PBL) on

students’ speaking proficiency, a paired-
samples t-test was conducted. As shown
in Table 1, students demonstrated
significant improvement from the pre-
test (M = 13.96, SD = 2.12) to the post-
test (M = 16.08, SD = 2.62). The mean
gain of 2.13 points was statistically
significant, #(47)=-20.09, p <.001, with
a 95 % confidence interval of [-2.34,
-1.91]. The effect size was extremely
large (Cohen’s d = 2.89), suggesting
that PBL had a powerful practical
impact on enhancing learners’ speaking

performance across pronunciation,
vocabulary, grammar, fluency, and
comprehension.

Table 1. Paired-samples t-test results for pre- and post-test speaking scores

95 % CI of ,
Measure M SD t(df) P difference Cohen’s d
Pre-test 13.96 |2.12
Post-test 16.08 |2.62
Difference (Post-Pre) 213 |1 0.73 | -20.09 (47) | <.001 | [-2.34,-1.91] 2.89

Note: Scores are based on the speaking rubric (maximum = 20)

3.1.2. Effectiveness of PBL and
student attitudes

In addition to test performance,
students’ perceptions of PBL were
assessed through a 22-item questionnaire
divided into two sections: (a) effectiveness
of PBL in improving speaking skills
(10 items, A1 - A10) and (b) students’
attitudes toward PBL in speaking lessons
(12 items, B1 - B12), as shown in Table 2.

Descriptive
consistently high agreement across both
scales, with mean scores ranging from
3.50 to 3.88 on a four-point Likert scale
(1 =strongly disagree, 4 = strongly agree).
For the effectiveness scale, the overall

statistics  indicated

mean was 3.69, with items highlighting
gains in vocabulary, fluency, and
pronunciation. For the attitude scale, the
overall mean was 3.71, reflecting strong
student motivation, reduced speaking
anxiety, and appreciation of collaborative
learning.

Reliability analysis confirmed the
internal consistency of the questionnaire.
Cronbach’s alpha was 0.853 for the
effectiveness scale and 0.916 for the
attitude scale, both exceeding the
0.70 threshold and indicating high
reliability. These results confirm that the
questionnaire provided a valid measure of
students’ perceptions.
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Table 2. Descriptive statistics and reliability of the PBL questionnaire

Corrected « if Ttem
Item Statement M | SD | Item - Total
. deleted
Correlation
Effectiveness of PBL (A1 - A10)
Al PBL _helps me improve my pronunciation during 3771047 0.73 0.829
speaking tasks.
I make fewer pronunciation mistakes when speaking
A2 through PBL activities. 3.7310.57 0.58 0.837
A3 | PBL enriches my vocabulary related to various real-life topics. | 3.50 | 0.80 0.79 0.813
Ad I use more approprlate and accurate words when 3.5410.80 0.82 0.811
speaking in PBL projects.
A5 PBL helps me better understand and apply correct 3.6510.70 0.63 0.832
grammatical structures.
A6 I m?tke fewer grammar mistakes when speaking through 373 | 0.45 0.04 0.872
project-based tasks.
A7 I fe.el more fluent and natural when speaking in English 3.6710.66 0.57 0.837
during PBL.
A8 | PBLreduces my hesitation and improves the flow of my speech. | 3.85 | 0.41 0.30 0.857
A9 PBL enl.lances my comprehension and ability to respond 369 0.62 0.61 0.834
appropriately.
A10 | I can speak longer and more logically on a topic thanks to PBL. | 3.77 | 0.52 0.42 0.850
Scale Mean (A1 - A10) 3.69| - - o =0.853
Attitudes toward PBL (B1 - B12)
Bl I find prqject-based learning engaging and stimulating 3651064 0.80 0.902
for speaking lessons.
B2 I feel more motivated to participate in speaking lessons 3751 0.53 0.67 0.909
through PBL.
B3 | PBL helps me feel more confident in my speaking ability. | 3.69 | 0.66 0.71 0.907
B4 I feell more in control of my speaking progress when 3651067 0.67 0.909
learning through PBL.
B5 |PBL reduces my anxiety when speaking in English. 3.5410.71 0.60 0.913
I would prefer to continue practicing speaking through
B6 PBL in the future. 3.7110.62 0.60 0.912
B7 I enjoy collaporatlng with classmates when completing 3881 0.39 0.40 0.918
speaking projects.
BS I haye morg .opportumtles to practice speaking in PBL 3.69 | 0.66 0.80 0.902
than in traditional lessons.
B9 PBL helps me improve my pronunciation and fluency 381 1 0.45 0.41 0.918
more naturally.
B10 I recelve.useful feedback from peers and teachers during 3731 0.61 0.70 0.907
PBL projects.
B11 | PBL encourages me to use English more actively and creatively. | 3.77 | 0.52 0.74 0.906
B12 Ibeheye thgt PBL is an effective method to develop my 369 | 0.62 0.79 0.903
speaking skills.
Scale Mean (B1 - B12) 3. 71| - - 0=10.916

Note: Responses were rated on a 4-point Likert scale (1 = strongly disagree, 4 = strongly agree).
Higher values indicate stronger agreement
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In sum, both quantitative test results
and self-reported data provide strong
evidence that the PBL intervention
substantially enhanced students’ speaking
skills. Objective test improvements were
supported by highly positive student
attitudes, with learners reporting that PBL
not only improved their language ability
but also increased confidence, motivation,
and collaboration.

3.2. Discussion

The findings of this study provide
strong empirical evidence that Project-
Based Learning (PBL) is highly effective
in improving the speaking proficiency of
non-English major students at HUNRE.
The results from the paired-samples
t-test showed a statistically significant
improvement in students’ speaking scores,
with a very large effect size (Cohen’s
d = 2.89). This outcome aligns with
previous research that has consistently
demonstrated the positive influence of
PBL on oral communication skills [11,
21, 27, 26]. The improvements observed
across pronunciation, vocabulary,
grammar, fluency, and comprehension
suggest that PBL effectively addresses
multiple  dimensions  of  speaking
performance, offering a holistic pathway
to communicative competence.

The questionnaire results further
confirm that students not only experienced
linguistic gains but also developed
favorable attitudes toward PBL. High
mean scores (3.50 - 3.88) across both the
effectiveness and attitudes scales indicate
that learners valued the approach for
promoting active participation, reducing

speaking anxiety, and encouraging

collaboration. This is consistent with
Sirisrimangkorn’s study [35], which
found that integrating PBL with creative
activities enhanced both linguistic and
affective learning outcomes. Similarly,
Nugroho and  Anugerahwati [29]
emphasized that technology-enhanced
PBL provides authentic contexts that
increase learner engagement, a finding
mirrored in this study, where video-based
projects stimulated students’ motivation
and creativity.

Beyond individual skill
development, the results highlight PBL’s
contribution to broader educational goals.
Students reported higher confidence,
teamwork, and autonomy - skills that
echo the 2I1%-century competencies
identified by Allison [2], including
communication, collaboration, critical
thinking, and creativity. The alignment
between language learning outcomes
and transferable skills strengthens
the case for PBL as a transformative
pedagogy, particularly in contexts like
Vietnam, where traditional grammar-
focused instruction often leaves a gap in
communicative competence.

Nevertheless, the findings also
underscore several challenges. While
students generally responded positively,
reflections in teaching diaries revealed
difficulties in managing group dynamics,
ensuring equitable participation, and
coping with the additional workload
required for project completion. These
challenges echo those identified by Le
Van Tuyen and Ho Hai Tien [19] and
Markula and Aksela [23], who stressed
that PBL implementation
requires teacher preparation, curriculum

successful
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alignment, and sufficient resources.
Without these supports, both students and
teachers may face barriers that limit the
effectiveness of PBL.

Takentogether, theresults suggestthat
PBL has significant potential to improve
speaking skills among non-English major
university students
combination of large measurable gains
and strong student endorsement provides
compelling evidence for adopting PBL
more widely. However, scaling up this
approach will require addressing the
structural and pedagogical challenges
of implementation, including teacher
training, careful project design, and the
integration of PBL into existing curricula.

in Vietnam. The

4. Conclusion and implications

The present study investigated the
effectiveness of Project-Based Learning
(PBL) 1in improving the speaking
proficiency of non-English major students
at HUNRE. Results from the paired-
samples t-test revealed a statistically
significant gain from pre-test to post-test
scores, with an extremely large effect
size. This indicates that the impact of PBL
on learners’ speaking ability was both
substantial and meaningful in practice.
Students improved across all key aspects

of speaking performance, including
pronunciation,  fluency,  vocabulary,
grammatr, and comprehension.

Complementing these objective gains,
questionnaire data demonstrated that
learners perceived PBL as a highly
effective and motivating approach. They
reported increased confidence, reduced
speaking anxiety, and greater enjoyment
of collaborative learning. The reliability
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of the questionnaire confirmed the
robustness of these findings.

Despite these positive outcomes,
some limitations should be acknowledged.
First, the study was conducted with
a relatively small sample size of 48
students from a single institution, which
may limit the generalizability of the
findings. Second, the intervention lasted
for only one semester, making it difficult
to capture the long-term sustainability of
the improvements observed. Third, the
study relied partly on self-reported data
through questionnaires, which may have
been subject to social desirability bias.
These limitations suggest that while the
results are promising, caution should
be exercised in applying them to other
contexts without further validation.

The findings lead to several
pedagogical implications. PBL should
be more systematically integrated

into English courses for non-English
majors, particularly in speaking and
communication classes. By engaging
learners in authentic, project-driven tasks,
PBL encourages meaningful practice and
helps students develop communicative
competence in
Teachers are therefore encouraged to
use PBL as a complement to traditional
instruction, balancing linguistic accuracy
with fluency and creativity.

real-world contexts.

At the institutional level, universities
and faculties play an essential role
in supporting the adoption of PBL.
Professional development programs and
workshops should be provided to help
teachers design and implement project-
based activities effectively. Moreover,

institutional ~ support in terms of



technological resources, time allocation
within courses, and flexible assessment
frameworks is necessary to ensure that
PBL can be carried out successfully and
sustainably.

The findings also carry implications
for educational policy. Integrating
project-based approaches into national
curricula could enhance the overall
quality of language education in
Vietnam. By aligning with global
trends in competency-based instruction,
policymakers can ensure that students
not only achieve higher levels of
English proficiency but also develop
transferable 21%-century skills such as
collaboration, critical thinking, and

problem-solving.

Finally, this study points to future
directions for research. While the results
provide strong evidence of PBL’s
effectiveness, further studies are needed
to test its impact across larger and more
diverse samples, different subject areas,
and extended periods of time. Future
work could also examine how PBL
interacts with learner autonomy, digital
literacy, and cultural context, offering
deeper insights into its adaptability in
varied educational environments.

In conclusion, the present research
confirms that PBL is
pedagogical strategy for
English speaking skills among non-
English majors. Beyond linguistic gains,
it fosters motivation, confidence, and

a powerful
improving

collaboration, equipping learners with
competencies that are essential for both
academic success and professional

readiness in a globalized world.
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Abstract

This study aims to assess the impact of wastewater discharge from the Vinh Yen
2 wastewater treatment plant on the water quality of the Phan River using the MIKE
11 model. The model simulated the spatial and temporal variations of key pollutants,
including BODs, ammonium (NH4*), total nitrogen (TN), and total phosphorus (TP),
under two scenarios: with and without the operation of the Vinh Yen 2 plant. The results
indicate that the operation of the plant significantly reduces pollutant concentrations
in the downstream section of the Phan River, particularly for TN and TP, which remain
below the limits of column B in QCVN 08:2023/BTNMT. These findings demonstrate
the positive role of the new treatment system in improving regional water quality and
support the sustainable management of wastewater in Vinh Phuc province.

Keywords: Vinh Yen 2 wastewater treatment plant; Water quality; MIKE 11
model, Phan River.
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1. Introduction

Phan River is a tributary of the Ca
Lo River, flowing through Vinh Phuc
province (now Phu Tho province after
merging) with a length of 19 km. The river
originates from the Tam Dao mountain
range, flows through districts such as
Tam Dao, Tam Duong, Binh Xuyen, Vinh
Tuong, and Vinh Yen city (now communes
and wards of Phu Tho province), and
plays an important role in the irrigation
and flood drainage system of the province.
However, due to pollution from domestic
wastewater, industrial waste, and garbage,
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the Phan River is seriously degraded and
is considered to be “dying”.

The Project to build a wastewater
treatment plant for Vinh Yen city, phase
Il aims to meet the increasing demand
for wastewater treatment in Vinh Yen
city and Huong Canh town of Vinh Phuc
province. The wastewater of the plant
after treatment will be discharged into
the Phan River. Therefore, it is necessary
to assess the impact of the plant’s
wastewater on the water quality of the
Phan River.



MIKE 11 is a one-dimensional
river modelling software developed by
DHI to simulate flow, water level, water
quality, and sediment transport in river
systems, floodplains, irrigation canals,
and reservoirs. It is a well-known and
widely used toolkit in the world, applying
hydraulic equations such as the Saint-
Venant equation to calculate water quality.

The purpose of this paper is to
evaluate the water quality evolution of
the Phan River using the MIKE 11 model
after the operation of the Vinh Yen 2
wastewater treatment plant.

From the results of this study,
the management unit of Vinh Yen 2
Wastewater Treatment Plant and state
management agencies have an overview
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of the impact of the Plant on the water
quality of Phan River when it comes
into operation, and propose appropriate
management solutions.

2. Data and research methods
2.1. Research data and model setup

The study inherits the hydraulic
system of the Phan - Ca Lo river system
from previous topics and projects. The
above boundary data is the simulated
water flow calculated from rainfall and
evaporation data of Tam Dao and Vinh
Yen meteorological stations. Water level
data at Phuc Loc Phuong hydrological
station, water quality data at locations
as shown in Figure 1 were surveyed and
sampled from September 22 to 24, 2023.
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%
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Figure 1: Location of water quality sampling points

Cross-section river topography data
includes: 86 cross-sections on the Phan
River, 20 cross-sections on the Cau Ton
river.

The  hydrodynamic
diagram is shown in Figure 2 with the

calculation

following boundaries:

Upper boundary: Water flow, water
quality parameters at water sampling

location No. 1 on Phan River, and at water
sampling location No. 4 on Cau Ton river.

Bottom border: Water level, water
quality parameters at water sampling
location No. 3 on Phan River.

Test location: Water level and water
quality at water sampling location No. 2.

The calculation time step in the
model is At = 10 seconds.
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Figure 2: Hydraulic network diagram simulating water quality in the study area

2.2. Research method

This study uses a one-dimensional
hydrodynamic model with 03 modules
(HD, AD, and Ecolab). The HDD module
is built based on the Saint-Venant equation
system, including the momentum equation
and the continuity equation [5].

Continuity equation:

a—Q+b%—0

= 1
Ox ot M
Momentum equation:
2
a(a QJ
o0 4 on  gool 2
—+——+gd—+— =0
ot ox ox C AR

in which: A is the cross-sectional area
(m?); t is time (s); Q is water flow
(m?/s); x is the spatial variable; g is the
gravitational acceleration (m/s?); )is the
density of water (kg/m?); b is the width
of the channel (m), and R is the hydraulic
radius (m).

Basic equation of diffusion load
module: The equation is established based
on the law of mass conservation with the
following assumptions: Substances are
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considered to be completely mixed across
the entire cross-section; Substances are
considered to be unchanged or have a
first-order decomposition rate; Applying
Fick’s diffusion law, that is, considering
the substances to be dispersed according
to the concentration variation. The
diffusion equation in the MIKE 11 model
has the following form [6]

A4 0O 0 yp sk +C,q
ot cx ox ox -
in which A is the cross-sectional area
(m?); C is the content of the substance
(kg/m?); Q is the flow rate (m¥/s); q is
the flow rate of the joining stream per
unit length (m’/s); C, is the content
of the substance of the joining stream
(kg/m?); D is the axial dispersion
coefficient (m?/s).

3. Results and discussion

3.1. Results of -calibration and
verification of the hydraulic model

With the hydraulic conditions from
the MIKE 11 model and the water quality
boundaries, the hydraulic model was
calibrated and verified during the period



from 22 to 24 September 2023. The
water quality model parameters were

calibrated according to the September
2023 data.

To evaluate the calculation and
simulation results of the model, the error
between the calculated and measured
water levels in the model calibration
step is evaluated according to the Nash-
Sutcliffe index.

Nash index: It is used to evaluate
the correlation between the calculated
results and the measured results. And is
determined by the formula:

Zn:(Hd _Ht )z

Nash =1-—= -
Z(Hd _thtb )

1

H Actual water level measured at
time 1
H Calculated water level at time 1

H . Average measured water level

of each period

Use the percentage error % to
evaluate the simulation and measurement
results of water quality.

The calibration results are shown in
Figures 3 and 4:
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Figure 3: Comparison of simulated and measured water level results at Tan Phong bridge

Table 1. Nash index spreadsheet

Location Nash
Tan Phong bridge 0.86
14
" mMophong = Thycede
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_ 3
E
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4
2
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Figure 4: Comparison of simulation results and actual water quality measurements
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The calculation results show that
the water level process curve between
simulation and actual measurement at
Tan Phong bridge is relatively close to
each other, and the Nash index value is
0.86. This result shows that the hydraulic
simulation model is relatively good in the
study area.

The results of calibrating the MIKE
11 Ecolab model with some pollution
parameters at the test location show that
the water quality model parameters are
quite suitable for the project area, and the
percentage error of the pollutants is all
less than 15 %.

Table 2. Evaluation of water quality model
calibration results

From the above calibration and
analytical verification results, it can be seen
that the selected model, hydraulic parameters
and water quality are suitable for the current
status of the river system, and this set of
parameters is evaluated well and can be
used for hydraulic simulation to analyze and
evaluate water quality to serve the assessment
of water quality of the receiving source
of wastewater from Vinh Yen domestic
wastewater treatment plant phase 2.

3.2. Simulation results according to
the calculation scenario

Study of water quality in case the
wastewater treatment system of Vinh Yen 1
and Vinh Yen 2 wastewater treatment plants
operates normally, with a total discharge

TT Substance name Error % flow after the plant of 15,000 m’/ day
1 BOD, 8.8 corresponding to a discharge flow after the
2 PO, 10.2 plant of 0.18 m*/s. Water quality parameters
3 NH,* 2.6 at the plant’s discharge gate according to the
4 NO; 12.8 design are shown in Table 3.

Table 3. Loads in the plant’s effluent

TT Parameter Unit QCVN14-2008/BTNMT
I |pH 5+9

2 |BODS5 mg/l <30

3 |TSS mg/l <50

4 | Total dissolved solids mg/l <500

5 |Sulfide (calculated as H2S) mg/l <1

6 | Ammonium (calculated as Nitrogen) mg/l <3

7 |Nitrate (NO,) (as Nitrogen) mg/l <30

8 | Animal and vegetable fats mg/l <10

9 | Total surfactants mg/l <5

10 | Total phosphorus mg/l <6

11 | Coliforms MPN/100 ml <3,000

Phan River, the source of receiving standards (QCVN 14:2008/BTNMT).
treated wastewater from Quat Luu Specifically as follows:

Wastewater Treatment Plant is the source
of domestic water supply for residents.
Therefore, according to regulations,
treated wastewater must meet type A

88

BOD;, concentrations are all lower
than the limit value in column B of QCVN
08:2023/BTNMT at all bays tested on the
Phan River (Figures 5 and 6).
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Figure 5: Simulation results of BOD concentration at locations

WaenE 03ITTE 0aInE WaMITE 0aIE

Figure 6: Simulation results of BOD concentration evolution
Total nitrogen concentration at the test locations on Phan River, compared with
the limit value in column B of QCVN 08:2023/BTNMT, shows that when Vinh Yen
2 wastewater treatment plant is operating at the locations on Phan River, the total
nitrogen concentration is lower than the allowable limit (Figures 7 and 8).
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Figure 7: Simulation results of total nitrogen concentration at locations
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Figure 8: Simulation results of total nitrogen concentration evolution
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Figure 9: Simulation results of total Ammonium concentration at locations
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Figure 10: Simulation results of total Ammonium concentration
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Figure 11: Simulation results of total Phosphorus concentration at locations
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Figure 12: Simulation results of total phosphorus concentration evolution
according to scenario 1

Total Phosphorus concentrations
were below threshold B of QCVN
08:2023/BTNMT at all test locations on
the Phan River (Figures 11 and 12).

Thus, the simulation scenario shows
that when the Vinh Yen 2 wastewater
treatment plant is in operation, the
concentrations of BOD,, Ammonium,
total nitrogen, and total phosphorus are
all lower than in the scenario without the
Vinh Yen 2 wastewater treatment plant.
In which the concentrations of Total
nitrogen and total phosphorus in water
are all lower than the limit of column B
QCVN 08:2023/BTNMT.

4. Conclusion

The study has established a model
and simulated the water quality of rivers
in the project area with data surveyed in
September 2023, so the concentration
changes in
the report are the simulation results
under the most unfavorable conditions.

According to the simulation results, when

of pollution parameters

the wastewater source of Vinh Yen 2
wastewater treatment plant is expanded to
the Phan River, the hydrological regime
has insignificant changes. Regarding the
water quality changes of the river, the
concentrations of BODS5, Ammonium,
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total nitrogen, and total phosphorus are
all lower than in the scenario without the
Vinh Yen 2 wastewater plant. In which the
concentrations of Total nitrogen and Total
phosphorus in water are both lower than
the limit of column B QCVN 08:2023/
BTNMT.

This proves that the investment in
Vinh Yen 2 Wastewater Treatment Plant
is effective and appropriate. However,
the unit managing and operating the
plant must comply with management and
operation measures in accordance with the
correct procedures, conduct periodic and
regular maintenance checks, and comply
with environmental protection measures
committed in the environmental impact
assessment report to avoid incidents
during the operation of the plant.
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Abstract

Understanding how soil microbial communities respond to biochar over time is
essential for predicting its long-term effects on soil health and nutrient cycling. However,
evidence from long-term field studies or repeated applications remains limited. This study
examined how microbial communities involved in carbon and nitrogen processes differ
between short-term and long-term wood biochar amendments in subtropical grassland
soils (rhodic ferralsol). Four field treatments were compared.: (i) NPK only (B0), (ii)
newly applied biochar in 2019 (B1), (iii) biochar applied in 2010 (B9), and (iv) biochar
applied in 2010 with reapplication in 2019 (B9 + 1). Using 16S rRNA gene sequencing,
we found that recently applied biochar enhanced bacterial diversity and the abundance
of carbon- and nitrogen-transforming taxa, whereas decade-old biochar supported
more phototrophic communities, likely linked to higher dissolved organic carbon levels.
Variations in microbial composition were primarily driven by soil pH, dissolved organic
carbon, and total nitrogen. Notably, reapplication of biochar after long-term use (B9 +
1) did not alter microbial diversity, suggesting that the soil microbial community had
stabilized to biochar-derived carbon inputs. These findings highlight that microbial
responses to biochar evolve, underscoring the importance of long-term field observations
to guide sustainable biochar management in subtropical soils.

Keywords: 16S rRNA; Photosynthetic bacteria; pH; a-diversity; Carbon; Nitrogen.
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1. Introduction

Soil degradation as a result of
overexploitation is one of the major
challenges for agriculture in this century
(Aguilera et al., 2013). Consequences of
soil degradation include poor soil fertility,
soil erosion, waterlogging, desertification,
and salinization (Kelley, 1983; Aguilera
etal., 2013; Lal, 2015).

Biochar is a carbon-rich byproduct
derived from the pyrolysis of biomass
at low temperatures (<700 °C) under
anaerobic conditions. Biochar is rich in
carbon (C), and thus has the potential
to sequester C in soils, reduce N loss,
and improve soil fertility (Lehmann &
Joseph, 2009; Joseph et al., 2013). The
addition of biochar can alter soil microbial
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communities, thereby influencing soil
fertility, as many soil processes are
microbially mediated (Joseph et al.,
2016). Microbial diversity plays a
crucial role in ecosystem functioning,
contributing to nutrient cycling, soil
structure stabilization, and resilience
to environmental disturbances (Fierer,
2017; Delgado-Baquerizo et al., 2016).
Numerous studies have shown that biochar
stimulates microorganisms involved in C
and N cycling, affecting C and N dynamics
in soil (Anderson et al., 2011; Xu et al.,
2014; Nguyen et al., 2017). More recent
evidence supports and refines these
findings. For example, Yan et al. (2022)
found that biochar addition increased
bacterial a-diversity in maize rhizosphere
soils (ACE and Chaol indices rose by
5 -9 %), though fungal communities
were less responsive. A global meta-
analysis published in 2023 reported that
biochar increases bacterial
genetic richness and diversity, with shifts
in community composition linked to
biochar pH, dose, and soil C/N properties.
In addition, Xiao et al. (2024) used
combined metabolomic and microbiome
approaches to show that co-application of
biochar and organic manure altered soil C
- N metabolism and microbial functional
genes involved in nutrient cycling. Fan et
al. (2025) further showed that in paddy
soils, significantly enhanced
the abundance of microbial functional
genes related to C, N, P, and S cycling
(increases up to ~5 to ~405 %) over two
years. Specifically, Anderson et al. (2011)
reported an 11 % increase in microbial
families associated with C and N cycling
after 12 weeks of experimentation. In
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generally

biochar

addition, phototrophic/chemotrophic
microorganisms that utilize labile and
aromatic C, Rhodoblastus,
Rhodopseudomonas, and Rhodoplanes,
also increased in biochar-amended soils
(Anderson et al., 2011). These changes
may be attributed to improvements in pH,
aeration, and water retention. However,
the long-term impacts of biochar on
microbial communities remain unclear.

such as

Most previous studies have been
conducted under incubation or greenhouse
conditions, whereas field environments
are additionally influenced by site,
climate, fauna, and human activities (Jien
etal., 2021; Wang et al., 2022; Diao et al.,
2023; Liu et al., 2024). Moreover, many
studies have examined only a single
biochar application rate, focusing mainly
on short-term effects on nutrient-cycling
communities (Li et al., 2020; Huang et
al., 2022). Therefore, it is necessary to
consider the long-term impacts and the
effects of reapplication on soils previously
amended with biochar. In this study, we
evaluated the effects of long-aged biochar
and its reapplication under field conditions
on the structure of microbial communities
involved in C and N cycling, and analyzed
soil chemical properties to identify the
underlying mechanisms of change.

2. Methods
2.1. Experimental design

The experiment was conducted on
highly permeable rhodic ferralsol derived
from Tertiary basalt at the Wollongbar
Primary Industries Institute, New South
Wales, Australia. This subtropical site
is representative of strongly weathered,
acidic soils with low nutrient retention



and high leaching potential. Such
conditions are common in tropical regions
where biochar is expected to improve
soil fertility and microbial stability,
making this site ideal for assessing long-
term biochar effects under realistic field
conditions (Isbell, 2016; Nguyen et al.,
2017).

The  biochar  feedstock
homogeneous Eucalyptus saligna wood,
chipped (<15 mm) and dried to <5 %
moisture before carbonization. Slow
pyrolysis was performed at 550 °C with
a heating rate of 5 - 10 °C min' and
a residence time of 30 - 45 minutes,
depending on particle size.

was

Along-term field trial was established
in 2010 using a randomized complete
block design with three field replicates per
treatment. Each plot (4 x 5 m) received 10
t ha™ of biochar incorporated into the top
0.10 - 0.15 m of soil, while control plots
received no biochar.

In April 2019, nine microplots (0.5
x 0.5 m) were established within the
existing 2010 field plots to compare the
short- and long-term effects of biochar.
Four treatments were applied:

e BO0: NPK fertilizer only (control).

e BIl: Newly applied biochar (10 t
ha™') + NPK.

e B9: Biochar applied in 2010 (10 t
ha™') + NPK.

e B9 + 1: Reapplication of biochar
on plots first amended in 2010 (10 + 10 t
ha™') + NPK.

New biochar (same FEucalyptus
saligna feedstock, <2 mm) stored in sealed

containers since 2010 was reapplied for
Bl and B9 + 1 treatments. The NPK

fertilizer was applied at the rate of 5 t ha™.

These four formulations were selected
to distinguish (1) the immediate effects
of new biochar (B1), (ii) the persistent
effects of decade-old biochar (B9), (iii)
the combined effect of reapplication (B9 +
1), and (iv) the baseline condition without
biochar (BO0), thereby allowing assessment
of both temporal and cumulative impacts
of biochar on soil microbial communities.

2.2. Sampling and analysis

In October 2020, five soil cores
per plot were collected using a corer
(20 mm internal diameter) to a depth of
100 mm and then composited into one
representative sample per plot. Samples
were sieved through a 2 mm mesh before
analysis. A portion of the fresh soil was
immediately stored at -20 °C for DNA
extraction.

DNA was extracted from 0.3 g
of homogenized soil using the MoBio
PowerSoil DNA Isolation Kit (MO BIO
Laboratories, Carlsbad, CA, USA). DNA
purity and concentration were determined
with a NanoDrop spectrophotometer
(Thermo Scientific) and further diluted
in deionized water (1:10). Bacterial 16S
rRNA genes were PCR-amplified and
sequenced on the [llumina MiSeq platform
at the Australian Genome Research
Facility (AGRF), following Caporaso et
al. (2012). The bacterial 16S rRNA gene
was amplified using primers 27F (5’-AGA
GTTTGATCMTGGCTCAG-3")and519R
(5’-GWATTACCGCGGCKGCTG-3’),
targeting the V1-V3 regions (Harter et al.,
2016). Sequence analysis and taxonomic
assignment were also performed by AGRF
(McGrath, 2014). Taxa associated with N
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fixation, nitrification, and denitrification
were identified from the operational
taxonomic unit (OTU) table (Knowles,
2003). Photosynthetic bacteria were
identified according to Imhoff (2006).
The total abundances of photosynthetic,
Ne-fixing, nitrifying, and denitrifying
bacteria were calculated as the sum of
relevant taxonomic groups.

Soil suspensions (1:5 ratio) in double-
distilled water were prepared for pH
measurements. A portion of fresh soil (30
g) from each replicate was weighed and
mixed with 75 mL of 0.5 M K>SOa. The
mixtures were shaken for 30 minutes and
filtered through Whatman 42 paper. The
extracts were analyzed for total organic
carbon extractable by K.SO4 (SOC, ()
and total soluble nitrogen (TSN, . ) using
a Shimadzu TOC-VCHS/CSN TOC/N
analyzer. NH."-N and NOs-N were
quantified with a SmartChem 200 Discrete
Chemistry Analyser. For soil nutrient
analysis, 10 g of sieved soil was mixed
with 20 mL of deionized water, shaken
overnight, centrifuged for 10 minutes,
and filtered through a 0.45 pum acetate
membrane. Nutrient concentrations in the
filtrate were measured by ICP-OES.

2.3. Statistical analysis

The effects of treatments on
microbial diversity were tested using
PERMANOVA. Relationships between
bacterial community structure and soil
parameters were assessed by Mantel tests
using OTU-based Bray-Curtis distance
matrices with 999 permutations in the
Vegan package v2.5 - 7 of R v4.0.3. One-

96

way ANOVA was performed with SPSS
v27 to evaluate differences in diversity
and soil properties.

3. Results

3.1. Effects of biochar on soil
microbial community structure

A total of 8,074 sequences were
obtained per sample. Bacterial community
diversity was calculated based on the
relative abundance of OTUs. B1 exhibited
significantly  higher bacterial alpha
diversity (Chaol and Shannon indices)
than B0 according to the OTU matrix (p <
0.05; Table 1).

Table 1. Alpha Diversity (Chaol and Shannon).
Data shows means =+ standard errors of the
mean. Differences among treatments were
analyzed using one-way ANOVA followed by

Tukey’s HSD test at p < 0.05
Treatment Chaol Shannon
B0 4600 £ 70b 6.33+£0.03b
B1 5120 £ 30a 6.58 £ 0.02a
B9 4850 + 100ab 6.35+0.05b
B9 +1 4870 + 120ab 6.38 +£0.10b

At the phylum level, significant
differences were detected in 11 out of
35 phyla (Fig. 2). Biochar treatments
primarily influenced taxa related to carbon
and nitrogen cycling. B1 showed higher
relative abundances (p <0.05) of C-cycling
groups (Chlorobi, Gemmatimonadetes,
Fibrobacteres) and N-cycling groups
(Nitrospirae, Tenericutes), while B9 and
B9 + 1 contained higher proportions
of phyla typically associated with
oligotrophic or anaerobic metabolism
(Elusimicrobia, ODI, TM7, FCPU426)

(Fig. 1).
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Figure 1: Relative abundance (%) of OTUs at the phylum level with different letters
indicating significant differences (p < 0.05)

3.2. Effects of biochar on bacterial groups involved in C processes
Bacterial groups capable of degrading aromatic C increased in B, including

Gemmatimonadetes (Fig. 1) and Actinobacteria(generawithinthe families Acidimicrobiales
EB1017 and Gaiellaceae, and genera within Solirubrobacterales) (Fig. 2).
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Figure 2: Relative abundance (%) of dominant taxonomic groups with different letters
indicating significant differences (p < 0.05)

“Green” bacteria, including Chlorobi and Cyanobacteria, were more abundant in
B1 (Fig. 3). Purple non-sulphur Proteobacteria were the lowest in B1.

BO a
10 = Bl
B9
B9+1

Relative abundance (%)

Figure 3: Relative abundance (%) of photosynthetic genera within four phyla, with
different letters indicating significant differences (p < 0.05) and asterisks (*) denoting
marginal significance (0.05 <p <0.1)
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3.3. Effects of biochar on bacterial
groups involved in N processes

Bradyrhizobium and Bacillus were
the dominant genera for N: fixation
and  denitrification, accounting  for
approximately 60 % and 90 % of total N2-
fixing and denitrifying genera, respectively.
Biochar significantly affected only four
minor N:-fixing genera; among them,
Streptomyces was the most abundant across
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all treatments and was enriched in B1 (Fig.
4). Other minor N»>-fixing groups, including
genera within the family Acetobacteraceae
and Rhodopila, were most abundant in
B9. Nitrospira was the dominant genus
for nitrification. Only genera within
Nitrospirales 0319 - 6A21 (autotrophic
nitrifiers) and Ralstonia (denitrifiers) were
significantly influenced by biochar and
were most abundant in B1 (p<0.05; Fig. 4).

BO

1 Bl
B9
B9+1

Figure 4: Relative abundance (%) of N-cycle taxonomic groups with different letters
indicating significant differences (p < 0.05)

3.4. Soil chemical properties

Soil pH, total C, NOs-N, and total inorganic N (TIN) were significantly affected
by the biochar treatments (Table 2). Soil pH was higher in B1 compared with other
treatments (p < 0.05). NOs-N was higher in B9 than in different therapies, and TIN

was higher in B9 than in B1 and B9+1 (p < 0.05; Table 2). Extractable C (SOC

was lower in B1 than in the control.

K2S04)

Table 2. Soil chemical properties with different letters indicating significant differences (p

<0.05). Abbreviations: TIN, total inorganic nitrogen; SOC

w.sos €xtractable organic carbon

with K:SOs; TSN, ,,,, extractable total nitrogen with K>SO+

pH Soil TC (%) Soil TN (%) SOC, ., (ngg")
B0 4.04(0.05) b 4.63(0.07) b 0.38(0.004) 354.09(3.65) a
Bl 4.74(0.02) a 4.84(0.07) b 0.37(0.01) 249.81(3.53) b
B9 4.03(0.07) b 5.63(0.22) a 0.39(0.01) 346.73(22.07) a
B9+ 1 4.20(0.01) b 6.08(0.22) a 0.39(0.01) 327.70(27.36) a
NH,"-N (ug g) NO,-N (ngg") TIN (pg g") TSN 0. (ng g7
B0 4.24(1.37) 9.38(0.91) b 13.63(2.25) abc 56.06(3.74)
Bl 3.03(0.61) 8.80(0.29) b 11.83(0.41) be 47.29(1.28)
B9 3.22(0.80) 13.39(1.88) a 16.61(1.15) a 53.83(2.45)
B9+ 1 2.4(0.42) 8.49(0.57) b 10.89(0.27) ¢ 54.28(3.49)
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3.5. Correlation between overall
community structure and soil properties

The Mantel test was used to clarify
the relationships between soil bacterial
community  structure and edaphic
variables. Significant positive correlations
were found between community
composition and soil pH, sulfate-
extractable organic carbon (SOCK:SOs),
and sulfate-extractable total soluble
nitrogen (TSNK2SO4) (p < 0.01) (Table
3). No significant negative correlations
were detected (Table 3).

Table 3. Mantel correlations between
bacterial diversity and soil chemical
Dproperties, with significance values (999
permutations) in parentheses and p < 0.05
shown in bold

Soil properties Probability R
pH 0.002 0.667
Soil total C 0.897 -0.145
Soil total N 0.202 0.127
NO,-N 0.551 -0.078
NH,"-N 0.900 -0.194
TIN 0.759 -0.119
SOC, 0.002 0.735
TSN, o, 0.004 0.504

4. Discussion

The most notable findings are: (1)
Newly applied biochar on previously
unamended soil significantly altered the
soil microbial community, including
increased bacterial diversity, enrichment
of pyrogenic C-degrading groups, and
enhanced nitrifiers; (2) Soils that had
received biochar nearly a decade earlier
showed no significant changes in microbial
communities upon reapplication; and
(3) Soil pH was the key driver shaping
microbial responses in this acidic soil.

Long-term biochar treatments enhanced
soil buffering capacity, resulting in no
significant pH changes in the reapplication
plots.

4.1. Changes in soil microbial
community structure

The results showed that Bl had
a stronger impact on soil microbial
community structure than othertreatments,
increasing a-diversity (p < 0.05) and
sequence richness, thus supporting the
first hypothesis. This pattern aligns
with reports that fresh biochar additions
stimulate microbial diversity through
short-term  physicochemical changes,
particularly shifts in pH and available
carbon sources (Li et al., 2021; Fan et al.,
2022; Xiao et al., 2024).

Previous field studies have shown that
the effects of biochar on microbial diversity
often diminish with time. For instance,
Anderson et al. (2014) and Quilliam et al.
(2012) observed no significant differences
in community structure two to three years
after application, suggesting microbial
adaptation and stabilization. Similarly,
recent long-term trials have confirmed
that microbial diversity tends to return
toward the pre-biochar baseline after
several years as biochar surfaces age and
soil conditions equilibrate (Jien et al.,
2021; Liu et al., 2024).

The higher diversity observed in Bl
can be attributed primarily to short-term
improvements in soil pH and labile carbon
availability following biochar addition.
Increased pH can broaden the ecological
niche of bacterial taxa (Rousk et al., 2010;
Li et al., 2021), while the labile carbon
fraction provides an easily accessible
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substrate for microbial metabolism (Wang
et al., 2022). However, the absence of
diversity increases in B9 and B9 + 1
suggests that the effects of pH and labile
carbon are transient, consistent with
evidence that surface oxidation and carbon
stabilization in aged biochar reduce its
reactivity and nutrient contribution (Zhou
et al., 2023; Xiao et al., 2024).

In addition, the porous structure
of biochar can initially offer protective
microhabitats for = microorganisms
(Joseph et al., 2010; Zhao et al., 2015),
yet over time, surface clogging by organic
coatings and microbial biofilms may limit
colonization and reduce diversity gains
(Wang et al., 2020; Chen et al., 2023).
Overall, the findings indicate that while
new biochar can transiently enhance
microbial diversity through improved soil
chemistry and habitat conditions, these
effects decline as biochar ages and soil-
biochar interactions reach equilibrium.

4.2. Changes in C-cycling bacteria

In BI, bacterial groups involved
in carbon degradation, particularly
Gemmatimonadetes and Actinobacteria,
showed increased relative abundances
compared with other treatments (Fig.
3). These phyla are known to participate
in the decomposition of complex and
pyrogenic carbon forms, indicating
an enhanced microbial capacity for C
turnover following fresh biochar addition.
Similar enrichment of these taxa has been
reported in soils receiving newly produced
or labile-C-rich biochar (Li et al., 2021;
Fan et al.,, 2022; Xiao et al., 2024),
supporting the observed community shift
toward C-degrading populations.
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The of
Actinobacteria in B1, for example, was
approximately 1.5-fold higher than in
B0 and B9, consistent with their ability
to utilize aromatic and polymeric carbon
substrates (Khodadad et al., 2011; Nielsen
etal., 2014). In contrast, the lower relative
abundance of phototrophic bacteria (e.g.,
Chlorobi) in Bl compared with BO and
B9 coincided with a reduction in sulfate-
extractable organic carbon (SOCK2SO4)
(Table 2), suggesting that fresh biochar
temporarily immobilized labile organic
C through sorption to its surface. This
mechanism has been observed in both
laboratory and field studies, where
biochar rapidly adsorbs dissolved organic

increased  proportion

compounds, reducing their extractable
pool (Zimmerman et al., 2011; Darby et
al., 2016; Zhou et al., 2023). Over time,
these sorbed compounds may gradually
desorb and become available for microbial
metabolism, potentially supporting the
persistence of phototrophic taxa in older
biochar systems such as B9.

Together, these results suggest that
fresh biochar (B1) initially promotes
heterotrophic ~ decomposers  capable
of utilizing pyrogenic or complex C
substrates, whereas aged biochar (B9)

favors phototrophic and oligotrophic
groups adapted to lower labile-C
availability.

4.3. Changes in N-cycling bacteria

In B1, the relative abundance of
nitrifying bacteria, particularly members
of Nitrospirales and Nitrosomonadaceae
was higher than in the other treatments
(Fig. 4). This indicates stimulation of the
nitrifying community following recent



biochar addition. Similar patterns have
been observed in field soils where fresh
biochar improved aeration and slightly
increased pH, both of which favor nitrifier
proliferation (Li et al., 2021; Wang et al.,
2022; Xiao et al., 2024).

Although the overall abundance
of Na-fixing microorganisms did not
differ significantly among treatments,
Streptomyces increased in B1. Members
of this genus can act as facultative
diazotrophs and respond to improved
soil conditions (Fan et al., 2022; Zhou
et al., 2023). However, because all plots
received equivalent NPK fertilization and
contained no leguminous hosts, this shift
likely reflects a change in community

composition rather than enhanced
biological N2 fixation.
NOs-N concentrations did not

differ significantly among treatments
(Table 2), indicating that greater nitrifier
abundance in B1 did not result in higher
nitrate accumulation under the prevailing
acidic conditions (pH < 5). Previous
research shows that nitrification activity
declines sharply below this threshold,
even when nitrifiers are present (Cayuela
etal., 2013; Liu et al., 2024). The slightly
higher NOs-N in B9 may be linked to
physicochemical changes associated with
biochar aging, such as increased surface
oxidation and functionalization, which
enhance nitrate adsorption and retention
(Bai et al., 2015; Chen et al., 2023).

Overall, these results suggest that
fresh biochar (B1) temporarily promotes
nitrifying and potential N»-fixing taxa
through modest improvements in soil
properties, whereas aged biochar (B9, B9
+ 1) affects nitrogen availability mainly

through long-term chemical stabilization
and sorption processes rather than direct
microbial stimulation.

5. Conclusion

This long-term field study shows
that biochar’s effects on soil microbial
communities are transient. Fresh biochar
increased bacterial diversity and enriched
C- and N-cycling taxa through short-term
improvements in pH and labile carbon,
whereas aged biochar had minimal
impact, reflecting microbial adaptation
and chemical stabilization over time.
These results highlight the role of biochar
aging in maintaining soil pH and microbial
resilience.

Practically, periodic co-
application of fresh biochar with NPK
may enhance fertility in acidic soils,
though potential nitrate losses should
be monitored. The study is limited to
one soil type, one sampling time, and
16S rRNA data. Future research should
assess multiple soils, seasons, and
functional genes to better understand
long-term mechanisms of biochar-
microbe interactions.
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Abstract

The phenomenon of Urban Heat Island (UHI) is a significant environmental issue
that affects human health, air quality, and the quality of life for urban residents. This
study uses Landsat-9 satellite imagery data to analyze the UHI phenomenon in the
Thanh Hoa urban area during the Summer and Winter of 2024 - 2025. The Land Surface
Temperature (LST) data from Landsat-9 were processed to determine the extent and
magnitude of the urban heat island, while also investigating the relationship between
factors such as building density, greenery, and land use types on the formation of
UHI. The study found that the UHI in summer was 5.28 °C and in winter was 2.92
°C. Additionally, the results show the difference in LSTs between summer and winter.
The research findings will provide deep insights into the impact of urbanization on
the urban climate environment and propose solutions to mitigate the UHI effect in the
Thanh Hoa urban area during the 2024 - 2025 period.

Keywords: LST; UHI; Landsat-9; Thanh Hoa.
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1. Introduction with their concrete surfaces,

Thanh Hoa 1is

areas,

asphalt, and dense built structures,

an urban area

experiencing rapid growth in socio-

economic  development, population
density, and the expansion of residential
zones, combined with the impacts of
climate change, which has made the
Urban Heat Island (UHI) phenomenon
a significant challenge for major cities
worldwide, including urban areas in

Thanh Hoa. UHI occurs when urban
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absorb and radiate heat during the day,
resulting in higher surface temperatures
compared to surrounding rural areas
[8]. This not only increases energy
consumption across various sectors of
social life, particularly in energy use for
air conditioners, fans, and air cooling
systems, but also negatively affects
community health.



Climate change projections and
the global rise in temperatures further
underscore the importance of researching
and understanding the UHI phenomenon.
The use of satellite imagery technology to
study UHI is emerging as a powerful tool,
enabling the collection of comprehensive
and detailed spatial data and land surface
temperature (LST) data.

Recent studies have examined urban
heat islands and land cover in Thanh
Hoa using imagery data such as MODIS
and Landsat. Most satellite image
classification studies have determined
that built-up areas increase in coverage
annually, while cropland and water bodies
show a marked decline in coverage [2,
9]. Variations in these land cover types
can also affect the urban heat island
phenomenon [4, 5]. Similar studies have
also identified a significant correlation
between LST and impervious surface
area, particularly in high-density urban
areas [3]. Green spaces have been shown
to play an important role in reducing
urban temperatures, with areas featuring
vegetation cover exhibiting temperatures 2
- 3 °C lower than those without vegetation
during summer [1]. Analysis of Landsat
imagery demonstrates that
increases in the Normalized Difference
Built-up Index (NDBI) lead to higher
surface temperatures across
land cover types, while the relationship
between the Normalized Difference
Vegetation Index (NDVI) and LST varies
depending on vegetation density [6]. he
aforementioned studies primarily utilized
Landsat-8 satellite imagery in the past.
This research employs Landsat-9 satellite
data, which has been introduced for use

satellite

various

in recent years, to detect UHI and surface
temperature distribution in the urban
areas of Thanh Hoa City, while exploring
the relationship between UHI and factors
such as building density, green space
area, and land use types. The results
of this study can be effectively utilized
to propose measures for mitigating the
impacts of UHI on the urban environment
and community, making a significant
contribution to urban planning strategies
aimed at reducing the heat island effect in
Thanh Hoa.

2. Study area and research data
2.1. Study area

Thanh Hoa, located in the North
Central Coast region of Vietnam, is one of
the rapidly developing urban areas, with
significant economic and spatial growth.
Geographically, it lies between 19°18’
to 20°15" North latitude and 104°30" to
105°59" East longitude. The city features
relatively flat terrain, interspersed with
a network of rivers and lakes, including
the Ma River and several smaller water
bodies, alongside suburban agricultural
areas. The climate is tropical monsoon,
characterized by hot, humid summers
(average temperature 28 - 34 °C) and
cool, dry winters (15 - 22 °C). Rivers
and lakes account for approximately
8 % of the area, playing a crucial role
in regulating the local microclimate.
However, rapid urbanization in recent
years has significantly reduced green
spaces and water surfaces, replaced
by urban developments and concrete
structures.

High-density construction in central

districts such as Thanh Hoa city and Sam
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Son, with low permeable surface ratios
(<15 %), increases heat absorption and
accumulation. The population has grown
from approximately 1.2 million in 2000 to
around 3.6 million in 2023, driving urban
expansion into surrounding districts like
Nghi Son and Dong Son. The urbanization
rate stands at approximately 3.2 % per
year, converting agricultural land and
water bodies into industrial zones and
residential areas.

Thanh Hoa is a major industrial and
service hub, hosting over 20 industrial
parks and approximately 2.5 million
registered vehicles as of 2023. Heat

emissions from industrial activities,
Hg
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construction, and transportation
significantly contribute to the Urban
Heat Island (UHI) effect (Louiza et al.,
2015). The dense transportation network,
including national highways and urban
roads, combined with heat-absorbing
construction materials like concrete and

asphalt, exacerbates heat retention.

Thanh Hoa serves as a case study
for the interplay between socio-economic
development and environmental
change, highlighting the urgent need for
multifunctional urban planning solutions
that mitigate UHI effects and enhance

climate change resilience.
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Figure 1: Study area location

2.2. Research data

Landsat-9, launched on September
27,2021, is the latest Earth observation

satellite in the Landsat program,

inheriting and  upgrading  from
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Landsat-8. With a mission to provide
continuous and high-quality data on the
Earth’s surface, Landsat-9 has become
an important tool in environmental
research, particularly for urban heat
island (UHI) phenomena.



Table 1. Landsat-9 spectral bands

Band Description Wavelength (nm) Spatial resolution (m)
1 |Ultra blue (coastal/aerosol) 0.435 - 0.451 30
2 |Blue 0.452-0.512 30
3 |Green 0.533 - 0.590 30
4 |Red 0.636 - 0.673 30
5 | Near infrared (NIR) 0.851-0.879 30
6 | Shortwave infrared (SWIR) 1 1.566 - 1.651 30
7 | Shortwave infrared (SWIR) 2 2.107 -2.294 30
8 | Panchromatic 0.503 - 0.676 15
9 |Cirrus 1.363 - 1.384 30
10 | Thermal infrared (TIR) 1 10.60 - 11.19 100
11 | Thermal infrared (TIR) 1 11.50 - 12.51 100

where: OLI-2 (Operational Land Imager-2): Captures data in 9 spectral bands (from
visible to short-wave infrared - SWIR) with a spatial resolution of 30 m.

TIRS-2 (Thermal Infrared Sensor-2):
Collects thermal data in 2 spectral bands
(bands 10 and 11) with a resolution of
100 m, upgraded to reduce noise and
improve accuracy compared to TIRS-1
on Landsat-8. The TIRS-2 thermal band
is better calibrated, reducing temperature
error to below 1°C compared to Landsat-8.

Temporal resolution: 16 days per
cycle, compatible with the orbital cycle of
Landsat-8, allowing data collection every
8 days when combining both satellites.

Field coverage: 185 x 185 km per
scene, suitable for research scales in large
urban areas like Thanh Hoa.

Landsat-9 data is provided free of
charge. This study uses Landsat-9 data
aggregated in summer and winter of 2024
- 2025 to classify land cover and calculate
LST, UHI in the Thanh Hoa area. This
is Level 2 data acquired and processed
on the open-source Google Earth
Engine (GEE) system, which has been
atmospherically corrected. The data were
aggregated for two seasons: summer (May
1, 2024, to October 30, 2024) and winter

(November 1, 2024, to April 30, 2025).
Specifically, the summer dataset includes
the image LC09 126047 20240710
(acquired on July 10, 2024), while
the winter dataset includes the image
LC09 126046 20250323 (acquired on
March 23, 2025). All data processing,
including  cloud masking, index
calculation, and LULC classification, was
performed on the open-source Google

Earth Engine (GEE) platform.

3. Research methodology

Landsat-9 satellite data (with the
Land Surface Temperature (LST) index)
were used to analyze the distribution and
intensity of the Urban Heat Island (UHI)
in Thanh Hoa. Landsat-9 provides high
spatial resolution, enabling the monitoring
ofland surface temperature variations over
large areas. Additionally, indices such as
the Normalized Difference Vegetation
Index (NDVI), Normalized Difference
Built-up Index (NDBI), and Normalized
Difference Water Index (NDWI) were
utilized with specific thresholds to identify
land cover classes, including Residential,
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Water Surface, Green Vegetation, and
Other Land Covers, thereby determining
LST differences across these areas and
seasons in the study region.

The investigation of the Urban Heat
Island (UHI) phenomenon in Thanh Hoa
City during 2024 - 2025 in this paper was
conducted using satellite data analysis
methods combined with Geographic

Information System (GIS) techniques.
To achieve the analysis results regarding
UHI, this study employs methods for
determining LST and classifying land
use/land cover (LULC). Based on these
two results, the correlations related to
UHI are calculated and analyzed. Below
is a detailed description of the steps in the
research methodology.

[ Landsat-9 Images }

A

A 4

LST Maps

Calculate NIVI, NDBI, NDWI

v

LULC maps

\ 4

Spatial Ove

A

rlay

UHI, Seasonal LST differences

Figure 2: Research workflow diagram

3.1. Calculate LST

The TIRS-2 thermal band (Band 10)
was used to calculate LST based on the
Single-Channel method. It was combined
with the OLI-2 spectral bands to calibrate
surface emissivity based on the NDVI
index. The NDVI, derived from the red
spectral band (Band 4 - Red) and near-
infrared (Band 5 - NIR), helps evaluate
vegetation density. Before analysis,
satellite images must be processed to
obtain accurate surface temperature data:

Image calibration: Satellite
data requires radiometric calibration
(correcting for noise and adjusting for
lighting) to standardize brightness values
from the satellite images.
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LST calculation: LST values will be
computed from the thermal channel (Band 10)
of Landsat-9 satellite images. The conversion
formula from sensor values (digital numbers
- DN) to land surface temperature is applied
as follows (Wan, 1999):

_ & 273,15
Ky B ' (1)
11’1 (W + 1)

where: K, and K, are constants

determined from the satellite image
parameters.

LST =

DN is the sensor value measured from
the satellite image, and the temperature is
calculated in degrees Celsius.

Atmospheric correction: To avoid the
influence of atmospheric factors (such as



clouds and water vapor), the images are
corrected using atmospheric algorithms
based on mathematical models.

3.2. Land Use/Land Cover (LULC)
classification

After  obtaining the  surface
temperature (LST) of the study area, the
next analysis steps involve classifying the
LULC types. The LULC classification
helps clearly identify areas with different
characteristics and analyze the degree
of influence of these factors on the UHI
phenomenon. To analyze and evaluate
the urban heat island phenomenon
in the Thanh Hoa urban area, LULC
classification is an important step.
LULC classification helps identify areas
with different characteristics, thereby
analyzing the relationship between LULC
and heat island formation. The LULC
classification method in this study uses
Landsat-9 satellite image data combined
with GIS techniques to create accurate
LULC classification maps.

3.2.1. LULC classification

This study utilizes the open-source
GEE system, based on thresholds of
the NDVI, NDBI, and NDWTI indices,
to classify land cover types from
Landsat-9 satellite image data. Following
classification, four land cover classes
are obtained: urban areas, green areas,
water areas, and bare land areas. Landsat
9 satellite images (Collection 2, Level
2) are used for land cover analysis. This
data has been pre-processed, including
atmospheric correction and conversion of
reflectance values to surface reflectance
(SR) values. The optical bands (SR_B2 to
SR B7) and the thermal band (ST _B10)
are used to calculate indices and classify

land cover. Spectral indices are computed
to distinguish different land cover types:

Normalized Difference Vegetation
Index (NDVI):

SR_B5 — SR_B4

SR_B5 + SR_B4

NDVI is used to identify areas with
vegetation cover. High NDVI values (>
0.3) typically correspond to green tree
areas (Jw, 1973).

NDVI =

2)

Normalized  Difference  Built-up
Index (NDBI):
NDBI = SR_B6 — SR_B5 3
~ SR_B6+ SR_B5 ®)

NDBI is used to identify urban
and built-up areas. High NDBI values
(> 0.1) typically correspond to built-up
areas (Karanam & Neela, 2017).

Normalized Difference Water Index
(NDWI):

SR_B3 — SR_B5
SR_B3 + SR_B5

NDWI is used to identify water
surface areas. High NDWI values (> 0.2)
typically correspond to water body areas
(Nandi et al., 2018).

NDWI =

(4)

The threshold values of NDVI,
NDBI, and NDWTI are used to classify four
main LULC types: Water bodies: NDWI
> 0.2; Green tree: NDVI > 0.3; Built-up
area: NDBI > 0.1; Other land: Areas not
belonging to the above three classes.

3.2.2.
assessment

Classification  accuracy

Accuracy assessment after LULC
classification is conducted to compare the
classification results with ground truth
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data. This study employs the Confusion
Matrix as a useful and widely used method
to evaluate accuracy [12]. This method
can describe the classification accuracy
and indicate confusion between object
classes. Basic statistics for the confusion
matrix include Overall Accuracy (OA) and
the Kappa coefficient. The classification
results are validated by comparing them
with higher-resolution Google Earth
images compared to Landsat-9 images.

After obtaining classification results
that meet the accuracy requirements,
with Kappa coefficients typically greater
than 0.6, the results will be converted
into maps and utilized with GIS tools to
support spatial analysis and subsequent
research steps.

3.3. Determination of Urban Heat
Island (UHI) intensity

The determination of the intensity
and extent of UHI in Thanh Hoa is
calculated by comparing the land surface
temperature in urban areas with the land
surface temperature in surrounding areas
(rural) (Van & Lan, 2011):

4. Results and discussion

4.1. Results
4.1.1. LST results

UHIIntensity:LSTUrban'LSTRural )
where:

LST,,.. 1s the land surface
temperature of urban areas.

LST, . isthelandsurface temperature

of rural areas or less urbanized regions.

This index will help evaluate the UHI
intensity in each area of the city, identify
hotspots of land surface temperature, and
assess the impact of UHI on health and
the environment.

The land surface temperature
zones of urban arcas and other areas are
determined based on the use of GIS data
overlay tools combined with the LST map
and LULC results from the two methods
above.

Additionally, the study also
compares the LST differences of LULC
classes between Summer and Winter by
subtracting LST, from LST. . This
provides a more detailed evaluation,
contributing to support for environmental
and land managers in monitoring and
management tasks...

The LST values across the entire study area in Summer range from approximately
19.7 - 55.8 °C; in Winter, they range from approximately 21.8 - 39.9 °C, as illustrated

in Figure 3.
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Figure 3: RGB images and LST distribution maps, a) Summer, b) Winter

4.1.2. The results of LULC and UHI

The LULC classification results
generate detailed maps depicting
the types of cover in the Thanh Hoa
area, including the LULC classes:
Other lands: Displaying bare land,
transportation areas,...; Water bodies:
Displaying water surface areas in the
city; Green tree: Displaying areas with
green trees and green spaces; Built-up
area: Displaying construction areas,
industrial zones, and urbanized regions.
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Figure 4 illustrates the classified land
cover types in the study.

The evaluation points for the
classification results include 200 randomly
selected points on Google Earth images
for comparison and evaluation. The
classification accuracy of the land cover
classes has an Overall Accuracy (OA) value
of 0.81 and a Kappa value of 0.79. Overall,
these results meet the requirements for
subsequent analysis steps regarding land
cover classes and LST distribution regions.
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Figure 4: LULC maps, a) Summer, b) Winter

The classified LULC types are
spatially overlaid using GIS tools,
resulting in LST value areas according to
the LULC classification classes. Among
these, the average LST values for each
LULC with respect to Summer and Winter
are presented in Table 1. From this, it
can be observed that the LST difference

of the Urban land cover class compared
to the average LST of the other areas is
approximately 9.19 °C in Summer and
3.74 °C in Winter. This is a relatively
large difference, significantly impacting
the health and social life of residents in

the study area
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Figure 5: LST chart of LULCs, a) Summer, b) Winter

Theresults regarding the area of each
land cover class and the corresponding
LST areas demonstrate clear differences.
Among them, the Other land and Water
bodies classes have the smallest area,
approximately 5 %, while the Built-up
areas class covers only about 9 % of
the total natural area of the study area.
In contrast, the Green vegetation class
dominates, covering approximately
80 % of the area. Regarding LST, the
highest values are observed in the Built-
up area class, with temperatures reaching

Summer
Name

45.88 °C °C
in winter, with a relatively significant

in summer and 32.93

LST difference between the two seasons
of 12.95 °C. The class with both the
smallest coverage area and the lowest
LST is Water bodies, with an area of
about 5 % and LST values of 32 °C in
summer, 24.29 °C in winter, and an LST
difference of 7.70 °C, which is also the
smallest LST difference between the
two seasons compared to the differences
in other classes. Detailed results are

presented in Figure 6 and Table 2.

Winter

Other
land

Figure 6: LULC, LST in the Summer and Winter
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Table 2. LST mean values of LULC class

LST mean values Summer Winter . 0
No of LULCs | Area (%) | LST (C) | Area (%) | LST ¢C) | W51 Difference (°C)
1| Other lands 5.72 4026 5.60 29.54 10.73
2 | Water bodies 492 32 5.06 2429 7.70
3 |Green tree 80.35 40.60 79.88 30.02 10.59
4 |Built-up areas 9.01 45.88 9.46 32.93 12.95

The mean LST values are 36.69 °C
in Summer and 29.19 °C in Winter,
respectively.

The difference in mean LST wvalues
between Summer and Winter is 10.49 °C.

The UHI Intensity in Summer is 5.28 °C.
The UHI Intensity in Winter is 2.92 °C.

The difference in UHI Intensity
between Summer and Winter is 2.36 °C.

4.2. Discussion

Among these, the maximum LST
values for each LULC class are 54.65 °C,
46.96 °C, 51.83 °C, and 55.63 °C in
Summer; 39.02 °C, 33.16 °C, 37.91 °C,
and 39.34 °C in Winter, corresponding
to Other land, Water bodies, Green
vegetation, and  Built-up
respectively. Similarly, the research
results also indicate the minimum LST
values for Summer and Winter are
24.24 °C, 22.32 °C; 23.95 °C, 22.14 °C;
19.70 °C, 21.85 °C; 31.96 °C, 25 °C,
corresponding to Other land, Water
bodies, Green vegetation, and Built-up
area, respectively. The study indicates
that measures such as increasing green
space areas, reducing concretization,
and improving heat dissipation systems
can help mitigate the UHI phenomenon
in urban Additionally, the
research results also show that the UHI
phenomenon in Thanh Hoa has an uneven
distribution, with higher temperature

area,

arcas.

levels mainly concentrated in areas with
high construction density, such as the
city center and industrial zones. Areas
with low green space. Suburban areas,
especially riverside regions and areas
with large green space extents, exhibit
lower LST. Furthermore, the relationship
between UHI and factors such as green
space ratio and construction density will
be clarified. However, this study still has
issues to address, as there are small areas
affected by cloud cover. Consequently,
for these cloudy areas in the Summer data,
they were misclassified into the Green
vegetation class, leading to the lowest
obtained LST value of 11.27 °C, which is
even lower than the corresponding LST
value obtained in Winter of 21.85 °C.

Green vegetation class: Areas with
large green space extents typically have
lower temperatures due to the heat
dissipation and shading capabilities of
trees. The average LST value in this area
is 0.48 °C lower than other areas and
5.72 °C higher than the average LST of
water body areas in Summer, and 0.34 °C,
6.06 °C in Winter.

Water bodies class: Areas with water
surfaces (rivers, lakes, ponds) typically
have lower temperatures compared to
urbanized areas, due to the temperature-
regulating effect of water. The average
LST value in this area is the lowest in the
study region.
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Other land class: Has an average LST
value 5.62 °C lower than the Urban area
and 8.26 °C higher than the Water bodies
area in Summer, and 3.40 °C, 5.24 °C,
respectively in Winter.

Along with the LST differences of
the LULC classes within each season,
the differences are also clearly evident
between Summer and Winter. Specific
results: The difference in UHI Intensity
between Summer and Winter is 2.36 °C;
The mean LST values are 39.68 °C
im Summer and 29.19 °C in Winter,
respectively.

These results demonstrate the logical
distribution of LST values according to
different LULC types in the study area.
However, this study only determines
the situation at a specific time in 2024 -
2025 for the Thanh Hoa area. For more
detailed and effective research, long-
term monitoring and ground-verified data
are needed for both the classification,
changes in LULC covers, and LST values
for each area over time series from many
years ago to the present, similar to other
corresponding studies (Dang et al., 2020).

5. Conclusion

The study in Thanh Hoa (2024 -2025)
using Landsat-9 satellite data reveals a
2.36 °C difference in Urban Heat Island
(UHI) intensity and a 10.49 °C difference
in mean Land Surface Temperature
(LST) between Summer and Winter,
underscoring urbanization’s impact on
UHI. The application of advanced LULC
classification  techniques,
Landsat-9’s high-resolution multispectral
imagery on the Google Earth Engine
platform, enabled accurate mapping of

114

leveraging

land cover classes (e.g., Green vegetation,
Built-up areas, Water bodies), with
Green vegetation covering ~80 % of the
area. LST calculations, derived from
Landsat-9’s Thermal Infrared Sensor
(TIRS-2) data, provided precise surface
temperature estimates, validated by robust
radiometric and atmospheric correction
methods. These technologies ensured
reliable spatial analysis, enhancing
the study’s effectiveness in identifying
UHI patterns. To mitigate UHI effects,
proposed solutions include enhancing
urban greening with parks and green
roofs, using low heat-absorbing materials,
and adopting smart urban design with
sustainable infrastructure to
the living environment and community
health..

improve
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Abstract

Sea Surface Temperature (SST) plays a crucial role in atmospheric processes such
as evaporation and cloud formation. When the SST increases, the amount of water
vapor in the atmosphere also rises, enhancing convection and leading to more intense
rainfall. In this study, SST data from two sources - the Global Forecast System (GFS)
of the National Oceanic and Atmospheric Administration (NOAA) and the Integrated
Forecast System (IFS) of the European Centre for Medium-Range Weather Forecasts
(ECMWF) - were used to assess their impact on the simulation of 20 rainfall events
in Hue City during the period 2015 - 2025 using the WRF model. The simulation
results at four rainfall observation stations (A Luoi, Hue, Nam Dong, and Thuong
Nhat) indicate that the model’s average accuracy improved by 6.25 % when using
GFS SST data and by 13.75 % when using IFS SST data. In addition, SST data clearly
enhanced simulation accuracy for rainfall events associated with weather systems
such as storms, tropical depressions, northeast monsoon winds, easterly disturbances,
and their combinations - except for cases influenced by the Intertropical Convergence
Zone. Based on these results, the authors recommend using IFS SST data in the WRF
model for more accurate rainfall calculation and forecasting in Hue City
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[1] demonstrated that under hot weather
conditions, the surface layer tends to be

1. Introduction

Sea Surface Temperature (SST)

plays an important role in the process
the
atmosphere. Numerous studies around

of precipitation formation in
the world have examined the influence
of SST data on precipitation modeling
and estimation. Eulalia Busquets, Mireia
Udina, Joan Bech, and Jordi Mercader
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highly unstable, and the frequency of such
instability increases when SST data are
updated. This suggests, the SST updates
can lead to stronger thermal perturbations
of surface fluxes.

Heves Pilatin, Ismail Yucel, Eren
Duzenli, and M. T. Yilmaz [2] found that



simulations using the WRF model are
highly sensitive to the selection of time-
varying SST data, even for short-term
forecasts. The use of time-varying SSTs
significantly reduces overestimations,
large dispersions in maximum rainfall,
and total rainfall volume. Similarly,
Kilicarslan, Berina Mina, Ismail Yiicel,
Heves Pilatin, Eren Diizenli, and Mustafa
Tugrul Yilmaz [3] utilized four different
SST datasets (one of which employed a
default constant SST value) to assess the
impact of various SST data sources on
the accuracy of the WRF-Hydro system
in simulating hydrological responses
during two major flood events in Turkey.
The results showed that high-resolution
and time-updated SST data significantly
improved model performance, increasing
the Nash-Sutcliffe Efficiency (NSE)
index, reducing the Root Mean Square
Error (RMSE) by 20 %, and raising the
correlation coefficient from 0.3 to 0.8
compared to simulations using constant
SST data. The incorporation of time-
varying SSTs, characterized by strong
spatio-temporal correlations, enhanced the
accuracy of peak streamflow simulations
and reduced over-forecasting relative to
constant SST conditions.

In Vietnam, Nguyen Thi Thanh,
Nguyen Xuan Hien, Hoang Duc Cuong,
and Du Duc Tien [4] evaluated the impact
of updating SST data from satellite
observations on the simulation of storm
intensity and trajectory over the East Sea.
The results showed that incorporating
satellite-derived SST data significantly
enhanced the WRF model’s ability to
simulate storm intensity compared to
using reanalysis GFS SST data. However,

the improvement in storm trajectory
simulation was relatively minor.

Among the studies mentioned
above, Kilicarslan et al. investigated
and compared the impact of different
SST datasets on rainfall estimation using
the WRF model; however, the SST data
employed in their research were neither
freely accessible nor regularly updated.
Nguyen Thi Thanh et al. compared the
influence of satellite-derived SST data
with reanalysis (GFS) data, but their
work was limited to simulating storm
intensity and trajectory. To date, the direct
impact of SST data on rainfall estimation
across different terrain types has not been
thoroughly examined. Therefore, in this
study, we aim to analyze, evaluate, and
selectvarious freely available SST datasets
for rainfall simulations in regions with
diverse morphological characteristics.

2. Theoretical basis

The  Weather  Research  and
Forecasting (WRF) is a numerical
weather prediction and atmospheric

research model designed to be flexible,
highly customizable, and capable of
running on large computer systems. It
was developed collaboratively by several
meteorological research and forecasting
institutions in the United States, including
the National Center for Atmospheric
Research (NCAR) and the National
Centers for Environmental Prediction
(NCEP), together with a large community
of scientists from universities worldwide.

The  physical  parameterization
schemes in the WRF model are generally
divided into five main categories:
microphysical  processes, convective
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parameterization schemes, surface
processes, planetary boundary layer (PBL)
processes, radiation
balance. In the WRF system, sea surface
temperature (SST) serves as a crucial
lower boundary condition that governs
heat and moisture exchange between the
ocean and the atmosphere, thereby directly
influencing the surface energy balance
through sensible and latent heat fluxes.

and atmospheric

Consequently, SST data play a vital role in
the formation, development, and intensity
of rainfall. Since the WRF model itself
does not predict SST, these data must
be provided as input or updated during
simulations. The model can employ the
WREF Ocean Mixed-Layer Model, which is
based on the work of Pollard et al. (1973)
[5], to simulate the cooling processes
occurring at the ocean surface.

The rainfall equation in the WRF model is as follows [6]:

2(P,Qy)
——— = ADV,, + DIFFy, + Es + P,S,, (1)
o(P,Qp)
———= = ADV,,_ + DIFFy + P, + S, (2)
0 (PaQx) .
pral ADV, + DIFF, + SEDI, + F,Sq, xe(r, 1,8, g, h) 3)

The three directions of convection:

ADV,, = -V3 - (B, Q,V) 4)

ADVy, = -=V3 - (F, Q/V) (5)

ADV, = -=V3 - (P, QxV) (6)
and the sedimentation term is expressed
as:

0 (P anVQx)
SEDI,y, = >

where:

- 0,0 vaQ, are the mixing ratios
of water species;

- V. water vapor;

- c: cloud water;

r: rain water;

1: cloud ice;

S: SnNoOw;

g: graupel;
- h: hail;

E_is the surface moisture flux;

P, is the air density;

V' is the 3D wind vector;

- VQ_is the mass-weighted terminal

particle fall speed;

- 80, SO, and SQ_ are source and

sink terms.

SQU + SQC + er(r,i,s,g,h)S Qx =0 (7)

Combining equations (1) - (4), we obtain:

0 (PaQy)
ZXe(l”.i.s,g,h) SEDI,, =— —

Bueten(ADVg, + DIFFg,) + Buctsgm |-

+ ADV,y, + DIFF,, + Es + er(c,r) l—
9 (PaQx)

2 (PaQx) J N
ot
®)

at J + er(i,s,g,h)(ADVQx + D]FFQX)

Integrating equation (5) using (where and are the top and surface of the model

atmosphere, respectively), we obtain the three-dimensional WRF-based surface

precipitation equation:
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PS = fZZSt( ZXE (r,i,s.g,h) SEDIQx )dZ (9)

As mentioned above, in the WRF
model, SST data are updated during the
planetary boundary layer (PBL) process.
This is the lowest part of the troposphere
that is affected by the Earth’s surface in
a few hours or less [7]. Therefore, the
accuracy of surface boundary conditions
is a crucial factor in WRF [8]. The
interactions  of  surface-atmosphere,
including the momentum exchange, heat,
and moisture, have a strong impact on the
climate system [9 - 12] and are often used
through the combination of surface layer
(SL) and PBL scheme in the model. These
fluxes are partly determined by the lower
boundary conditions, including land
surface temperature (LST) and sea surface
temperature (SST) [13]. Particularly, SST
change has been improved to impact the
development of a geothermal storm [14].
Similar studies of SST updates have shown
significant impacts on
cloud formation over the North Pacific
[14], on the summer monsoon in the
South China Sea [15], or on the height
of PBL and the stability of the common
surface layer [16] (Figure 1).
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Figure 1: Main effect of SST updating in
the WRF simulation when SST increases

SST data influence on rainfall in WRF
through their control of sensible and latent
heat fluxes, which serve as lower boundary
conditions for the atmospheric equations.

LH = B,C,Cr U, (SST —T),) (10)

SH = B L,CUL(Qo — Q1 (11)

where:

- LH and SH are latent and sensible
heat fluxes;

- SST is sea surface temperature;

- P is the air density;

- Cp is the specific heat of air at
constant pressure;

- L isthelatent heat of vaporization;

- C,and C are the heat and humidity
exchange coefficients;

- U, is low wind speed,;
- T, and Q, are the air temperature

and the steam mixing ratio at the lowest
model level;

- @, is the saturated steam mixing
ratio at SST.

Through equations (10), (11), it can be
seen that an increase in SST leads to higher
sensible and latent heat fluxes, adding more
moisture to the atmosphere. The enhanced
moisture in the lower atmosphere, transported
through advection (ADV) and microphysics
(), provides additional resources for cloud and
rain formation. Furthermore, warmer SST
can intensify convection, thereby resulting in
heavier rainfall.

3. WRF model setup
3.1. Study area and data collection

Hue is a coastal city located in the
central coastal region of Vietnam. It
has a coastline of approximately 128
km and shares land borders with Quang
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Binh Province, Da Nang City, and the
Lao People’s Democratic Republic. The
city is highly vulnerable to the impacts
of sea level rise, heavy rainfall, storms,
and tropical depressions. Hue’s terrain is
relatively flat, gradually sloping toward
the sea, with an average elevation of
only 2 - 3 meters above sea level. The
coastal area is mostly low-lying, with
many lagoons, but there are also some
higher areas in the West and Northwest,
bordering mountainous areas. The coastal
zone is predominantly low-lying and
contains many lagoons, while higher areas
are found in the western and northwestern
parts of the city, adjacent to mountainous
regions.

Located on the eastern side of the
Truong-Son mountain range, Hue City is
under the influence of the Southeast Asian
monsoon circulation and strongly affected
by terrain conditions. Consequently, in
rainy season in Hue is closely associated
with the activity of the northeast monsoon.
Hue is among the regions with the highest
rainfall in Vietnam, with an average annual
precipitation exceeding 2,700 mm, and in
some areas, such as Bach Ma and Thua Luu,
rainfall surpasses 4,000 mm. According to
the synthesis report “Climate of Thua Thien
Hue”, 2021, two major rainfall centers exist
within Hue City, formed by the interaction

: o 04223 183377 531 341684
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between complex terrain and regional
atmospheric circulation. They are:

- Bach Ma, Thua Luu, Nam Dong,
and Phu Loc experience annual rainfall
ranging from 3,400 to 4,000 mm. Among
these locations, Bach Ma records the highest
rainfall in the country, with an average
annual precipitation of 7,000 - 8,000 mm and
a maximum of 8,664 mm observed in 2011;

- A Luoi district has annual rainfall
of over 3,400 mm, but over 5,000 mm in
1990, 1996, and 1999.

To establish calculation scenarios
for comparing different SST data sources,
the research team collected the following
types of data:

- Meteorological data were used as
boundary and initial conditions for the
WRF model, obtained from the global
model of the National Oceanic and
Atmospheric Administration of the United
States. Figure 2 - 5 illustrates some fields of
meteorological data on October 25, 2024.

- SST data were collected from GFS
and IFS sources. Figures 6 and 7 are SST
data on October 25, 2024.

- Observed data: The research team
has collected and utilized observation
data from A Luoi, Hue, Nam Dong, and
Thuong Nhat stations for the period 2015
- 2025 to evaluate the simulation results.

)
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Figure 2: Max wind pressure on
25/10/2024
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Figure 3: Surface pressure on 25/10/2024



\ ' %
z.-"ln x (4 )
4 5'» p

105 20 315

Figure 4: Surface wind speed on

25/10/2024
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Figure 6: GFS SST data on 25/10/2024 Figure 7: IFS SST data on 25/10/2024
Figure 8 is the total rainfall at A Luoi, Hue, Nam Dong, and Thuong Nhat
10/2023 rain event.
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Figure 8: Observed rain data on 10/2023
The coordinates of four national rainfall stations, including A Luoi, Hue, Nam

Dong, and Thuong Nhat, provide the most complete data in Hue City are as shown in
Table 1.

Table 1. Coordinates of rain stations

No Name Longitude (E) Latitude (N)
1 |ALuoi 107.28333 16.216667
2 |Hue 107.58334 16.433332
3 |Nam Dong 107.71833 16.168333
4 | Thuong Nhat 107.68624 16.129444
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3.2. WRF model setup and scenarios

Before calculating rainfall using
the WRF model with different SST data
sources, the research team established the
WRF weather forecast model with three
nested grid domains as shown in Figure 9,
having horizontal resolutions of 15 km, 5
km, and 1.67 km, respectively. In detail:

Domain DO1 (the outermost
domain): is divided into a 160 x 140
grid with a resolution of 15 x 15 km,
covering the entire East Sea region, with
coordinates ranging from 5.53° to 24.07°
North latitude and from 98.97° to 121.03°
East longitude;

- Domain D02 (the middle domain):
is divided into a 151 x 151 grid with a
spatial resolution of 5 % 5 km. It is centered
over Thua Thien Hue Province and covers
the area from 12.78° to 19.44° North
latitude and from 104.37° to 111.30° East
longitude;
Domain D03 (the innermost
domain): is divided into a 100 x 100
grid with the highest spatial resolution
of 1.67 x 1.67 km. Focusing on a
detailed simulation of Hue City and its
surrounding areas. It spans from 15.65° to
17.11° North latitude and from 106.86° to
108.38° East longitude.
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Figure 9: Domain D01, D02 and D03

The of
temperature (SST) on rainfall in Hue City

influence sea surface
is not only limited to the East Sea, but
may also be affected by ocean thermal
anomalies in the wider sea area. However,
the calculation domains D01 (covering
the East Sea), D02, and D03 (covering the
study area) are selected with the necessary
magnitude to calculate the influence of

factors (including SST) on the study
122

area (eliminating noise when calculating
on the boundary). SST data in these
calculations are taken directly from the
GFS, IFS datasets and applied uniformly
to the WRF model. The calculation results
include inner domain and large-scale SST
data from global models (containing the
thermal state of the ocean-atmosphere
system over large areas such as the Pacific
Ocean).



3.3. Calculation scenarios

The authors select the rainfall events
used for simulation based on criteria such
as heavy rainfall events, long duration,
and diverse rain-causing morphology.
The selection of diverse rain-causing

morphology in the period 2015 - 2025
was made to evaluate the impact of
SST data on rainfall calculation more
objectively. A total of 20 rainfall events
were selected for analysis, as presented
in Table 2.

Table 2. Selected rainfall events for calculation

No| Time Rain-causing morphology

No

Time Rain-causing morphology

08/10/2015
16/10/2015

Northeast monsoon wind,
Easterly wind disturbances

11

Northeast monsoon wind, Easterly
wind disturbances, Intertropical
Convergence Zone

09/10/2023
19/10/2023

10/09/2016

14/09/2016 Storm, Northeast monsoon wind

12

21/10/2023
25/10/2023

Northeast monsoon wind, Easterly
wind disturbances

17/11/2017
26/11/2017

Northeast monsoon wind,
Easterly wind disturbances

13

11/11/2023
18/11/2023

Northeast monsoon wind, Easterly
wind disturbances

06/12/2018
17/12/2018

Northeast monsoon wind,
Easterly wind disturbances

14

15/05/2024

10/05/2024 | Northeast monsoon wind

28/10/2019

02/11/2019 | Stom

15

16/09/2024

22/09/2024 Tropical depressions

04/10/2020
14/10/2020

Intertropical Convergence
Zone, Northeast monsoon wind

16

Northeast ~ monsoon  wind,
Intertropical Convergence Zone,
Easterly wind disturbances

12/10/2024
17/10/2024

24/11/2021
01/12/2021

Northeast monsoon wind,
Easterly wind disturbances

17

19/10/2024

29/10/2024 | St

25/10/2022
04/11/2022

Storm, Intertropical Convergence
Zone

18

Northeast monsoon wind, Tropical
depressions,  Easterly  wind
disturbances

01/11/2014
10/11/2024

12/02/2023
17/02/2023

Northeast monsoon wind,
Easterly wind disturbances

19

23/11/2024

20/11/2024 | Northeast monsoon wind

22/09/2023

10 30/09/2023

Intertropical Convergence Zone

20

09/11/2024
16/12/2024

Tropical depressions, Northeast
monsoon wind

Each rainfall event above is calculated
according to 03 scenarios as follows:

- PA1 using a constant SST (285 °K);
- PA2 using GFS SST data;
- PA3 using IFS SST data.

4. Results and discussion
4.1. Quantitative assessment

Statistical indices below are used to
assess the error and correlation between
simulation and observation.

a) The Root Mean Square Error

(RMSE) measures the average

deviation, taking into account the
severity of the error (due to the square),
being more sensitive to large errors. A
smaller RMSE indicates higher model

accuracy.

RMSE=\/%Z?=1(PL-—01-)2 (17)

where:
- P simulated value at point i
- Q. observed value at point i;

- n: total number of data points
(spatial or temporal)
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b) The mean absolute error (MAE)
measures the average difference between
simulated and  observed rainfall,
regardless of whether the error is positive
or negative.

1
MAE = - Y|P, — Oyl (18)

where:
- P simulated value at point i;
- Q. observed value at point i;

- n: total number of data points
(spatial or temporal)

¢) The mean error (ME) represents
the average difference between the
simulated and the observed value. This
index indicates whether the model
tends to overpredict (positive ME) or
underpredict (negative ME) compared
to reality. The closer the ME value is
to zero, the less biased the model is.
However, since ME only reflects the
average difference, it can compensate
for both positive and negative errors, so
it should be used in combination with
other indexes (such as MAE, RMSE) for
a more comprehensive assessment.

1
ME = -3, (P = 0y) (19)

0é
0.0

0
U I
=] 4 i
L]
02
02
A
04

0&
-U.0

where:
- P simulated value at point i;
- Q. observed value at point i;

- n: total number of data points
(spatial or temporal)

d) Bias: The research team evaluated
the calculation results based on the total
amount of each station during the rainfall
events in the period 2015-2025. The
evaluation criteria for the results were based
on the average deviation of Bias (17).

n

Bias 212(3_01)
n

i=1

(20)

where:
- P simulated value at point i
- Q. observed value at point i;

- n: total number of data points
(spatial or temporal).

The assessment is based on the
following two levels:

- A-level: average level (|Bias| <0,5);
- G-level: good level (|Bias| < 0,3).
4.2. Results and discussion

Figures 10, 11, and 12 present the
average ME, RMSE, and MAE index
values of the calculation results at the A
Luoi, Hue, Nam Dong, and Thuong Nhat
rainfall stations.

EPAl EPA2 EPASJ

.,I..g lln.a.

Figure 10: Average ME index of the calculation results
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Figure 11: Average RMSE index of the calculation results
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Figure 12: Average MAE index of the calculation results

Figures 13 - 16 present a comparison between the total observed rainfall and
the calculation results under scenarios PA1, PA2, and PA3 for the rain events on
12/09/2016, 30/10/2019, 26/11/2021, and 21/10/2024.
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Nam Ding Thwong Nhit

Figure 13: Total rainfall in Sep 12 - 16, 2016

Comments:

- According to the ME index,
most calculation results tend to be lower
than the observation at Hue, Nam Dong,
and Thuong Nhat, but the differences
are relatively very small. The largest
deviation is found when using the GFS
SST data, while the smallest occurs with
the IFS SST data.

- The RMSE values of all three
scenarios are relatively similar to each other.

- The MAE values also show no
significant difference between the three
scenarios. However, simulations using the IFS
SST data produced slightly better results at A
Luoi, Nam Dong, and Thuong Nhat stations
compared to those using constant SST data.
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Figure 14: Total rainfall in Oct 28 - Nov 2, 2019
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Figure 15: Total rainfall in Nov 24 - Dec 1, 2021
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Figure 16: Total rainfall in Oct 19 - 29, 2024
Tables 3, 4, and 5 show the ratios of rainfall events attaining A-Level among the
20 selected rainfall events during the 2015 - 2025 period (based on comparison with

observed data).
Table 3. PAI calculation results
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Station Constant SST
A-Level Ratio G-Level Ratio
A Luoi 14/20 70 % 10/20 50 %
Hue 12/20 60 % 06/20 30 %
Nam Dong 11/20 55 % 09/20 45 %
Thuong Nhat 11/20 55% 08/20 40 %
Table 4. PA2 calculation results

Station .GFS SST .
A-Level Ratio G-Level Ratio
A Luoi 12/20 60 % 09/20 45 %
Hue 14/20 70 % 08/20 40 %
Nam Dong 15/20 75 % 10/20 50 %
Thuong Nhat 12/20 60 % 08/20 40 %




Table 5. PA3 calculation results

Station IFS SST
A-Level Ratio G-Level Ratio
A Luoi 16/20 80 % 12/20 60 %
Hue 15/20 75 % 11/20 55 %
Nam Dong 15/20 75 % 09/20 45 %
Thuong Nhat 13/20 65 % 09/20 45 %

Table 6 presents a comparison of
rainfall calculation results among the
three scenarios at the A-level (using PA1
as the base scenario for reference).

Table 6. PA2, PA3 compare with PAl

) A-Level
Station PA2 PA3
A Luoi -10 % +10 %
Hue +10 % +15 %
Nam Dong +20 % +20 %
Thuong Nhat +5 % +10 %
Comments:

- At A-Level: The accuracy of
rainfall calculation using GFS SST and
IFS SST is higher than that using constant
SST at all rain stations, except for A
Luoi station in the GFS SST scenario.
Specifically, the average number of
rainfall events attaining A-Level (in total
20 rain events) increased from 12 to 13.5
and 15 when using GFS SST and IFS
SST, respectively, corresponding to an
improvement from 60 % to 67.5 % and
75 % of the total observed rainfall;

- At G-Level, similar to A-Level
results, the accuracy of rainfall calculation
using IFS SST data produced the highest
accuracy. Specifically, the average
number of rainfall events that attained
G-Level (in total 20 rain events) increased
from 8.25 to 8.75 and 10.25 when using
GFS SST and constant SST, respectively
- corresponding to an improvement from
41 to 44 % and 51 % of the total observed
rainfall.

5. Conclusion

Through the use of three different
SST datasets for 20 different rainfall
events representing various rain-causing
morphologies, the calculation results
were compared with the observed rainfall
values at four stations: A Luoi, Hue, Nam
Dong, and Thuong Nhat in Hue city. The

results show that:

- Based on the ME, RMSE, and
MAE indices, the calculation results of
rainfall show a tendency of lower than
observed, and the differences among the
three scenarios are relatively small.

- Using GFS SST data improves the
overall accuracy by approximately 6.25 %,
while using IFS SST data increases
accuracy by about 13.75 %, compared
with observed rainfall at the four stations:
A Luoi, Hue, Nam Dong, and Thuong
Nhat.

- The total simulated rainfall using
IFS SST data reached on average 73.75 %
of observed rainfall data, compared with
66.25 % when using GFS SST data.

- The inclusion of SST data
significantly improved the accuracy of
total simulation, particularly
for rain-causing morphology as storms,
tropical depressions, northeast monsoon
wind, easterly wind disturbances, and their
combinations except for the Intertropical

rainfall

Convergence Zone.
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In summary, the article has
demonstrated that the WRF model that
uses sea surface temperature data from
IFS significantly improves the accuracy
of total rainfall simulation compared with
both observed data and simulations using
GFS SST data for rainfall events in Hue
City. However, to further enhance the
quality of rainfall warning and forecasting
in this region, it is recommended to
incorporate and evaluate additional SST
data sources in future studies.

Acknowledgment: This work is funded
by the research project from the Vietnam
Academy of Science and Technology
(VAST), code CN4000.01/25-27.

REFERENCES

[1]. Euldlia Busquets, Mireia Udina,
Joan Bech, Jordi Mercader (2025). Sea
surface temperature updating impacts on
WRF simulations during a heatwave period.
Atmospheric Research; Volume 326, 2025;
ISSN 0169-8095; https://doi.org/10.1016/j.
atmosres.2025.108230.

[2].Pilatin, Heves, Yucel, Ismail, Duzenli,
Eren, Yilmaz, M. Tugrul (2021). Sensitivity of
WRF-derived hydrometeorological extremes
to sea surface temperatures in regions with
complex topography and diverse climate.
Atmospheric Research, Volume 264, 105816
doi:10.1016/j.atmosres.2021.105816.

[3]. B. M. Kilicarslan, I. Yiicel, H.
Pilatin, E. Diizenli, and M. T. Yilmaz (2021).
Improving WRF-Hydro runoff simulations
of heavy floods through the sea surface
temperature fields with higher spatio-
temporal resolution. Hydrological Processes,
vol. 35, no. 9, Accessed: 00, 2021. [Online].
Available: https://hdl.handle.net/11511/93935

[4]. https://vjol.info.vn/index.php/TCK
HTV/article/view/60637.

[5]. Pollard, R. T., P. B. Rhines, and R. O.
R.Y. Thompson (1973). The deepening of the
wind-mixed layer. Geophys. Fluid Dyn. 3, 381.

128

[6]. Yongjie Huang, Xiaopeng Cui,
Xiaofan Li (2016). A three-dimensional
WRF-based precipitation equation and its
application in the analysis of roles of surface
evaporation in a torrential rainfall event.
Atmospheric Research, Volume 169, Part A,
2016, Pages 54 - 64. ISSN 0169-8095. https://
doi.org/10.1016/j.atmosres.2015.09.026.
https://dtcenter.ucar.edu/GMTB/v4.1.0/sci_
doc/GFS_NSST.html.

[7]. Stull R.B. (Ed.), (1988). An
Introduction To Boundary Layer Meteorology.
Springer Netherlands, pp. 347 - 404,
10.1007/978-94-009-3027-8-9.

[8]. C. Skamarock, B. Klemp, J. Dudhia,
0.Gill, Z. Liu, J. Berner, W. Wang, G. Powers,
G. Duda, D. Barker, X.Y. Huang (2021). 4
description of the advanced research WRF
model. Version 4.3, 10.5065/1dth-6p97.

[9]. B.P. Guillod, B. Orlowsky, D.
Miralles, A.J.Teuling, P.D. Blanken, N.
Buchmann, P. Ciais, M. Ek, K.L. Findell, P.
Gentine, B.R. Lintner, R.L. Scott, B. Van den
Hurk, S. I. Seneviratne (2014). Land-surface
controls on afternoon precipitation diagnosed
from observational data: uncertainties and
confounding factors. Atmos. Chem. Phys., 14
(16), pp. 8343 - 8367, 10.5194/acp- 14-8343-
2014

[10]. K.L. Findell, P. Gentine, B.R.
Lintner, B.P. Guillod (2015). Data length
requirements for observational estimates
of land-atmosphere coupling strength. J.
Hydrometeorol., 16 (4), pp. 1615 - 1635,
10.1175/JHM-D-14-0131.1.

[11]. J.A. Santanello, P.A. Dirmeyer,
C.R. Ferguson, K.L. Findell, A.B. Tawfik,
A. Berg, M. Ek, P. Gentine, B.P. Guillod,
C.V. Heerwaarden, J. Roundy, V. Wulfmeyer
(2018). Land-atmosphere interactions: The
LoCo perspective. Bull. Am. Meteorol.
Soc., 99 (6), pp. 1253 - 1272, 10.1175/
BAMS-D-17-0001.1.

[12]. C. Wang, Y. Qian, Q. Duan,
M. Huang, L.K. Berg, H.H. Shin, Z. Feng,
B. Yang, J. Quan, S.Hong, J. Yan (2020).
Assessing the sensitivity of land-atmosphere



couplingstrengthtoboundaryandsurfacelayer
parameters in the WRF model over Amazon.
Atmos. Res., 234, Article 104738, 10.1016/j.
atmosres.2019.104738.

[13]. C. Roman-Cascén, M. Lothon, F.
Lohou, O. Hartogensis, J. Vila-Guerau de
Arellano, D. Pino, C. Yagiie, E.R. Pardyjak
(2021). Surface representation impacts on
turbulent heat fluxes in the Weather Research
and Forecasting (WRF) model (v.4.1.3).
Geosci. Model. Dev., 14 (6), pp. 3939 - 3967,
10.5194/gmd-14-3939-2021.

[14]. Tous, R. Romero, C. Ramis
(2013). Surface heat fluxes influence on
medicane trajectories and intensification.
Atmos. Res., 123, pp. 400 - 411, 10.1016/.
atmosres.2012.05.022.

[15]. Y. Ren, S. Fu, H. Xue (2023).
The sensitivity of a mid-latitude maritime
stratocumulus cloud to surface fluxes.
Atmos. Res., 293, Article 106912, 10.1016/j.
atmosres.2023.106912.

[16]. C. Liu, Q. Yang, M. Xu, W. Yu,
R. Wu, X. Chen, B. Han (2023). Response
of sea surface heat fluxes to the South China
Sea summer monsoon onset in 2021. Atmos.
Res., 282 (2023), Article 106513, 10.1016/j.
atmosres.2022.106513.

[17]. Eulalia Busquets, Mireia Udina,
Joan Bech, Jordi Mercader (2025). Sea
surface temperature updating impacts on
WRF simulations during a heatwave period.
Atmospheric Research, Volume 326, 108230,
ISSN 0169-8095. https://doi.org/10.1016/j.
atmosres.2025.108230.

129



Science on Natural Resources and Environment 60 (2025) 130-144

Science on Natural Resources and Environment

Journal homepage: tapchikhtnmt.hunre.edu.vn

DEVELOPING AND TESTING A SET OF EVALUATION
CRITERIA FOR LAND PRICE TABLES BASED ON VALUE
ZONES AND STANDARD LAND PLOTS: A CASE STUDY IN

O MON WARD, CAN THO CITY

Dang Thu Hang’, Bui Thi Then
Hanoi University of Natural Resources and Environment, Vietnam
Received 22 September 2025; Revised 24 October 2025; Accepted 12 December 2025
Abstract

This study aims to establish a set of criteria for inspecting and evaluating
the process of constructing land price tables based on value zones and standard
land parcels. The research methods employed include secondary investigation,
primary investigation, and methods for developing a set of criteria to check and
evaluate land price table construction, such as Exploratory Factor Analysis (EFA),
linear regression, Analytic Hierarchy Process (AHP), and scale-based scoring.
A survey was conducted to collect opinions from 150 respondents (including
managers, officials from land valuation organizations, and experts). The study
collected opinions from 150 respondents, including management officials, staff from
land valuation organizations, and experts. The results identified a set of criteria
consisting of six groups, which were ranked according to their relative influence
and corresponding scores as follows: (1) Development of land price tables based
on value zones and standard land parcels (Wi = 0.496 - 50 points),; (2) Checking
and evaluating amendments and supplements to land price tables (Wi = 0.147 - 15
points), (3) Compliance with principles (Wi = 0.103 - 10 points); (4) Organization
and management (Wi = 0.101 - 10 points), (5) Human resources for developing land
price tables (Wi = 0.100 - 10 points), and (6) Physical infrastructure (Wi = 0.052
- 5 points). The pilot test conducted in O Mon Ward, Can Tho city showed that the
land price table development based on value zones and standard parcels achieved
a score of 88 out of 100, classified as “PASS”. However, improvements are still
needed in investigation, surveying, information collection, value zone selection, and
the selection of standard land parcels.

Keywords: Criteria; Land price; O Mon; Standard land parcels valuation; Value
zones.
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1. Introduction

Land prices are a major concern for
both authorities and citizens, yet they are
difficult to predict due to their dependence
on numerous factors. The 2024 Land Law
has rescinded the land price framework
in favor of sole reliance on the land price
table, aligning with the solution outlined
in Resolution 18 dated June 16, 2022
[1]. However, to properly implement
the regulations in Clause 2, Article 156
of the 2024 Land Law [2] regarding the
responsibility of localities to develop
annual land price tables, there must be
provisions for inspecting and supervising
localities in this process. Land price
tables are developed by location. In areas
with digital cadastral maps and a land
price database, the land price table is
constructed down to each land plot, based
on value zones and standard land parcels.
Developing a set of criteria for inspecting
and evaluating the creation of land price
tables enables authorities to supervise the
process and ensure that land valuation
reflects real market value and complies
with current regulations. This, in turn,
contributes to greater transparency in the
land market.

Currently, there are many studies on
the factors affecting land prices [3, 4],
land valuation methods [3, 5], and the
real estate market [5, 6]. In addition, some
studies focus on inspection and evaluation
criteria in the fields of environment,
land management, geological minerals,
and more [7, 8, 9]. However, there is no
research on the criteria for inspecting
and evaluating the creation of land price
lists. Therefore, a study proposing a set
of criteria to inspect and evaluate the

development of and price table, based on
value zones and standard land parcels, is
necessary.

O Mon ward, Can Tho city, was
selected as a case study. This area is also
one of the research sites of the VIETLIS
project, which aims to improve Vietnam’s
land valuation capacity in collaboration
with KOICA (Korea). Land in this ward
was valued using the value zone and
standard land parcel method. This serves
as the basis for inspecting and evaluating
whether the valuation process was carried
out in accordance with regulations and
produced reliable results. Accordingly, we
conducted a pilot test of the inspection and
evaluation criteria in O Mon ward [10].

2. Research methods

2.1. Data and document collection
methods

2.1.1. Secondary data collection

We collected dataregarding the socio-
economic development and the status of
land use right transfers for the years 2023,
2024, and documents related to the land
price table in O Mon Ward, Can Tho city.
Secondary data and documentation were
obtained from published scientific studies
and from state management agencies at
the central and local levels.

2.1.2. Primary data collection

The survey was conducted in two
rounds:

Round 1: We consulted with experts,
land valuation consulting organizations,
and public officials involved in land
management in Can Tho city and O Mon
ward. The purpose was to gather their
opinions on the criteria for inspecting and
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evaluating the creation of land price lists
based on value zones and standard plots,
which served as a basis for synthesizing
and classifying the criteria.

The results show that there are six
groups of criteria for inspecting and
evaluating the creation of land price
lists based on value zones and standard
plots: (1) Principle compliance group;
(2) Land price list construction group;
(3) Organization and management group;
(4) Physical and infrastructure group; (5)
Human resources group; (6) Land price
list review and adjustment group.

Round 2: We surveyed and
interviewed public officials working
in land management, land valuation
consulting organizations, and households
and individuals who acquired land use
rights in 2023 and 2024 in O Mon ward.
A Likert scale was used to design the
survey questionnaire to assess the degree
of influence of the criteria for inspecting
and evaluating the creation of land price
lists based on value zones and standard
plots. The scale included the following
ratings: (1) Highly Influential (influences
the inspection and evaluation work by
80 - 100 %); (2) Influential (influences
by 60 - 79 %), (3) Moderately Influential
(influences by 40 - 59 %); (4) Slightly
Influential (influences by 20 - 39 %); (5)
Not Influential (less than 20 %).

Accordingly, the minimum sample
size for Exploratory Factor Analysis
(EFA) must be five times the total number
of observed variables: n = 5 x m. In this
formula, n is the required sample size, and
m 1S the number of observed variables,
which is defined as a measurement
question in the survey questionnaire.
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In this study, the number of criteria is
24. Thus, the minimum required sample
size is at least 120 (5 % 24). To meet this
requirement, the sample size for this
study was set at 150 questionnaires, and a
random sampling method was used.

2.2. Methodology for
criteria to assess land price lists

building

2.2.1. Exploratory Factor Analysis
(EFA)

The collected data were imported
into SPSS software for exploratory factor
analysis, consisting of two main steps:

Step 1: Test the reliability of the scale
using Cronbach's Alpha

A scale reliability test was performed
using Cronbach’s Alpha coefficient to
eliminate unsuitable variables before
proceeding with Exploratory Factor
Analysis (EFA). The Cronbach’s Alpha
coefficient for the total scale, which has
a value ranging from 0 to 1, is evaluated
as follows: 0.7 - 0.8: Good reliability; 0.8
- 0.9: Very good reliability; Above 0.9:
Excellent reliability.

In this study, variables
considered acceptable for use if their

WwEre

item-total correlation coefficient was
greater than 0.3 [11]. Additionally, the
Cronbach’s Alpha coefficient had to be
greater than 0.6, making them suitable for
subsequent analysis [12, 13].

Step 2: Exploratory Factor Analysis
(EFA)

The primary objective of Exploratory
Factor Analysis (EFA) is to describe the
relationships among a set of observed
variables using a smaller number of
unobserved variables (factors) [14].



These variables are only accepted
when the KMO (Kaiser - Meyer - Olkin)
coefficient is in the range of [0.5, 1].
Additionally, a variable’s cross-loading
on other factors must be less than 0.35
[14], or the difference between its two
highest factor loadings on different factors
must be greater than 0.3. According to
Hair et al. [10], if a factor loading of >
0.3 is selected, the sample size must be
at least 350. If the sample size is around
100, a factor loading of > 0.55 should be
chosen, and if the sample size is around
50, the factor loading must be > 0.75.
For this study, a factor loading of > 0.55
was selected because the survey sample
size is 150. Additionally, a scale is only
considered acceptable when the following
criteria are met: Total Variance Explained

is > 50 %; Bartlett’s test of sphericity
has a significance level (Sig.) of < 0.05
to ensure that the factors are correlated
with each other in the population; The
Eigenvalue is > 1 to ensure that the factor
groups are distinct.

2.2.2. Analytic Hierarchy Process (AHP)

The Analytic Hierarchy Process (AHP)
is one of the most widely used methods for
calculating factor weights [15].

In this study, the weights for the
different criteria were calculated based on
a pairwise comparison of the inspection
and evaluation criteria within each group.
The relative importance between two
criteria was assigned using a scale from
1 to 9 to represent higher importance,
and reciprocal values from 1/9 to 1 to
represent lower importance.

1 157 1/5 1/3 1 3 1
P | | | | | | ? o
I T I 1 I 1 1 T |
extremely very little less important less equally moTe much more far more extremely
mmimportant  important  more important important important  important important  important

Figure 1: Scale for comparing criteria

During the AHP analysis process, transitivity is not guaranteed in pairwise
comparisons. Therefore, to check the consistency of these comparisons, the Consistency
Ratio (CR) is used. If the CR is < 10 %, the comparisons are considered acceptable.
Conversely, if the CR is > 10 %, the previous steps must be re-examined [16].

CR>0,1

v

Comparing

Classifying —

the criteria

criteria Wi

the weight

Calculate the

Calculate

Consistency Select the

Ratio weight Wi

CR

Figure 2: Process for determining weights using the AHP Method

The Analytic Hierarchy Process
(AHP) is based on pairwise comparisons
of criteria within the same group to
calculate the weight of each component

criterion and then check the consistency of
the comparisons. Based on these weights,
the research team will allocate points to
each criterion.
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2.2.3. Scale-based scoring method

The study developed a 100-point
scale for the set of criteria used to inspect
and evaluate the process of developing
land price tables based on value zones and
standard parcels. First, the Exploratory
Factor Analysis (EFA) method was
applied to identify the component criteria
and group them accordingly. Next, within
each group of criteria, the Analytic
Hierarchy Process (AHP) was used to
calculate the weights of both the criterion
groups and the individual component
criteria. These weight results then served
as the basis for assigning specific point
values to each component criterion.

2.2.4. Process of developing a set of
criteria for inspecting and evaluating the
construction of land price tables based on
value zones and standard land parcels

To develop a set of criteria for
inspecting and evaluating the development
of local land price tables based on value
zones and standard land parcels, this
study proposes the following process: (1)

Collect secondary data and documents; (2)
Draft a questionnaire for the set of criteria;
(3) Seek expert opinions on the proposed
criteria; (4) Conduct local surveys; (5)
Synthesize survey results and finalize
the criteria; (6) Organize a workshop to
obtain expert feedback; (7) Consolidate
opinions to finalize the criteria.

3. Research results
3.1. Basis for proposing the criteria

The proposed set of criteria is
based on the following: (i) Reviewing
relevant scientific studies; (ii) Examining
the current practice of land price table
development in localities; and (iii)
Consulting legal documents, such as the
2024 Land Law [2] and the Government’s
Decree No. 71/2024/ND-CP [17].

Based on these foundations, this study
proposes a set of 24 criteria for inspecting
and evaluating the development of land
price tables based on value zones and
standard land parcels. These criteria are
organized into six groups, as follows:

Criteria group | Symbol Criterions
Compliance TT1 |(1) Compliance with the principles of land valuation
with principles TT2 |(2) Compliance with the bases for land valuation
TT3 |(3) Compliance with the bases for selecting land valuation methods
GT1 |(4) Applicable conditions
GT2 |(5) Information survey and investigation
GT3 | (6) Defining value zones
Development GT4 [ (7) Selecting standard land parcels
of land price GT5 | (8) Determining the price of standard land parcels
tables based on GT6 (9) Determining the relationship between standard land parcels and other
value zones and parcels within the same value zone
standard land (10) Reviewing the land price comparison ratio table between specific
GT7
parcels parcels and standard land parcels
GT8 |(11) Conducting mass valuation
GT9 (12) Preparing an explanatory report on the development of land price
tables for each parcel based on value zones and standard land parcels
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Criteria group | Symbol Criterions
Organization TCl (13) Suitability of the orientation and action plans for the development of
and land prices in the locality
Management TC2 |(14) Ensure timely implementation
Physical HT1 |(15) Current status of technological equipment for land valuation
infrastructure HT2 |(16) Level of technological innovation in land valuation
Human NLI (17) Professional qualifications and competence in developing land price
resources for tables
g:i\;zl?g?iland NL2 |[(18) Length of service in the locality

KTI (1?) Assessing the bases for developing, adjusting, and modifying land
Checking and price tables - — — -
evaluating KT2 |(20) Content of developing, adjusting, gnd mgdlfylng land price table's
amendments KT3 (21) Or.der and procedures for developing, adjusting, and supplementing
and land price tables . . - _
supplements to | KT4 (22) Project documentation for developing, adjusting, and modifying land
land price tables price tables

KTS5 |(23) Assessing implementation timelines

KT6 |(24) Criteria concerning the Land Price Table Appraisal Council

3.2. Developing a set of criteria for inspecting and evaluating the development
of land price tables based on value zones and standard land parcels

3.2.1. Reliability analysis of survey data

The reliability of the survey data was analyzed using SPSS software through the
Cronbach’s Alpha coefficient and the Corrected Item-Total Correlation for 150 survey

samples (Table 1).
Table 1. Reliability test results of the measurement scales for the variable groups
No. Symbol Before item deletion After item deletion
Corrected | Cronbach’s | Corrected | Cronbach’s
Item-Total Alphaif | Item-Total Alpha if
Correlation | Item Deleted | Correlation |Item Deleted
I | Compliance with principles (Cronbach’s Alpha = 0,496) | (Cronbach’s Alpha = (,838)
TT1 0,493 0,182 0,722 -
TT2 0,432 0,251 0,722 -
TT3 0,148 0,838

Development of land price tables
I |based on value zones and standard | (Cronbach’s Alpha = 0,834) | (Cronbach’s Alpha =0,907)

land parcels

GTI 0,760 0,795 0,764 0,889
GT2 0,785 0,788 0,813 0,883
GT3 0,663 0,803 0,721 0,893
GT4 0,696 0,801 0,719 0,894
GTS 0,619 0,808 0,604 0,906
GT6 0,026 0,872

GT7 0,723 0,796 0,757 0,889
GT8 0,068 0,864

GT9 0,668 0,803 0,687 0,897
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No. Symbol Before item deletion After item deletion
Corrected | Cronbach’s | Corrected | Cronbach’s
Item-Total Alphaif | Item-Total Alpha if
Correlation |Item Deleted | Correlation |Item Deleted
III | Organization and Management (Cronbach’s Alpha = 0,790) | (Cronbach’s Alpha = (,790)
TC1 0,654 - 0,654 -
TC2 0,654 - 0,654 -
IV | Physical infrastructure (Cronbach's Alpha = 0,767) | (Cronbach's Alpha = 0,767)
HT1 0,623 - 0,623 -
HT2 0,623 - 0,623 -
\ Eﬁgn;igzst‘;‘tﬁzzs for developing | ch’s Alpha = 0.822) | (Cronbach’s Alpha = 0.822)
NLI1 0,702 - 0,702 -
NL2 0,702 - 0,702 -

Checking and evaluating
VI |amendments and supplements to
land price tables

(Cronbach’s Alpha = 0,914)

(Cronbach’s Alpha = 0,914)

KT1 0,710 0,905 0,710 0,905
KT2 0,798 0,892 0,798 0,892
KT3 0,833 0,887 0,833 0,887
KT4 0,767 0,897 0,767 0,897
KT5 0,704 0,906 0,704 0,906
KT6 0,737 0,901 0,737 0,901
Dependent variable (Cronbach’s Alpha =0,836) | (Cronbach’s Alpha =0,836)
BTC1 0,702 0,768 0,702 0,768
BTC2 0,725 0,754 0,725 0,754
BTC3 0,678 0,798 0,678 0,798

Table 1 shows that there are 21
observed variables belonging to six
factor groups (independent variables)
and three dependent variables used to
evaluate the set of criteria, including:
Number of criteria (BTC1); Content of
the criteria (BTC2); and Applicability
level of the set of criteria (BTC3).
These variables satisfy the conditions,
as Cronbach’s Alpha coefficients fall
within the range of 0.6 - 0.95 and
the corrected item-total correlation
coefficients are greater than 0.3. During
the reliability test, three variables did
not meet the requirements because
their corrected item-total correlation
coefficients were below 0.3. These
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Source: SPSS processing results, 2025
include: (1) Compliance with the bases
for selecting land valuation methods
(0.148) (TT3); (2) Determining the
land
parcels and other parcels within the
same value zone (0.026) (GT6); and
(3) Conducting mass valuation (0.068)
(GT8). This is fully consistent with
practical conditions, as criterion TT3

relationship between standard

overlaps with criterion TT2 (Compliance
with the bases for land valuation).
Therefore, the elimination of these three
variables is reasonable. Accordingly,
the remaining 21 observed variables
will be included in the Exploratory
Factor Analysis (EFA).



3.2.2. Exploratory Factor Analysis (EFA)

To assess the validity of the factors in the
selected scale, Exploratory Factor Analysis
(EFA) was performed using the Principal
Component Analysis extraction method with
Varimax rotation and Kaiser normalization.
The results are shown in Table 2.

Table 2. KMO and Bartlett’s test

KMO value 0,778
, Chi-square 2.123,407
Ba;tel::t ; Degrees of freedom (df) 210
Sig 0,000

Source: SPSS processing results, 2025
Table 3. Rotated Factor Matrix

The KMO test result 1s 0.778, which
falls within the acceptable range of
0.5 to 1.0, indicating that the proposed
criteria are suitable for Exploratory
Factor Analysis (EFA). Bartlett’s test of
sphericity shows a significance level of
0.000 (p < 0.05), confirming statistical
significance. This result indicates that
the independent variables are strongly
correlated within each factor.

Component

Item

3

4 5 6

GT2

0,902

GT7

0,865

GT3

0,829

GT1

0,794

GT4

0,744

GT9

0,716

GT5

0,712

0,875

KT3

0,847

KT2

0,838

KT4

0,815

KT6

0,793

KT5

0,772

KTI

0,875

TC2

0,814

TC1

0,790

TT2

0,849

TTI

0,829

NL1

0,888

NL2

0,875

HTI

0,870

HT2

0,868

The results

of the

rotated

factor matrix in Table 3 indicate that
all variables exhibit strong positive
relationships with one another. The
factor loadings range from 0.712 to
0.902, all exceeding the threshold of

Source: SPSS processing results, 2025

0.5. This confirms that each criterion is
correlated with its respective group and
holds practical significance. Therefore,
the six independent variable groups
and the 21 observed variables are
appropriate for further analysis.
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3.3. Determining the weights and
indices for the groups of criteria and
individual criteria used to check and
evaluate the development of land price
tables based on value zones and standard
land parcels

To determine the weights of each
group of criteria, the study applied
the Multi-Criteria Analysis (MCA)
method using the Analytic Hierarchy
Process (AHP) technique, establishing
a pairwise comparison matrix of the
importance levels among the groups
of criteria. The matrix was constructed

based on survey results from five expert
groups: (1) Local management officials;
(2) Central government management
officials; (3) Consulting organizations;
(4) Economic experts; and (5) Experts in
land management. From the evaluation
results of the importance of these groups
of criteria, the matrix was normalized,

the maximum eigenvalue A was

calculated, the consistency ratio (CR) was
checked, and the weights of each group of
criteria were determined, as presented in

Table 4.

Table 4. Weights of the criteria groups for evaluating the development of land price tables
(based on standard land parcels), assessed by five expert groups using AHP

. Expert | Expert | Expert | Expert | Expert | Average

Criteria Group/ Expert Group Group 1 | Group 2 | Group 3 | Group 4 | Group 5| weight
Compliance with principles 0,107 0,103 0,120 0,105 0,081 0,103
Development of land price tables
based on value zones and standard 0,479 0,498 0,453 0,520 0,532 0,496
land parcels
Organization and Management 0,104 0,084 0,099 0,097 0,121 0,101
Physical infrastructure 0,046 0,049 0,073 0,049 0,045 0,052
Hgman resources for developing land 0.110 0.136 0,096 0,092 0,067 0,100
price tables
Checking and evaluating
amendments and supplements to land | 0,154 0,129 0,159 0,137 0,155 0,147
price tables

Source: Results processed using the AHP method, 2025

The results of the multi - criteria
analysis for the six criteria groups show
that the criteria group on developing the
land price list based on value zones and
standard land parcels (0.496), and the
criteria group on reviewing and evaluating
the revision and supplementation of the
land price list (0.147), hold the highest
level of importance in the assessment
of land price list development based on
value zones and standard land parcels.
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The criteria groups on compliance

with  principles, organization and
management, physical infrastructure,
and human resources for developing
land price tables have the same level
of importance to the inspection and
Additionally,

only

evaluation  activity.
they

component criteria, their weights should

because contain two
be determined based on the specific

expert survey opinions.



The study then develops indices for
the criteria within each criteria group.
The index for each criterion is calculated
as the product of the criterion’s weight,
the group’s weight, and the score of the
criteria set, according to the following
formula: Ii = Wi x Wj x Ki.

In this formula: I is the index of
criterion 1 (required to be an integer,

as it is used in the scoring system for
evaluating the development of land price
tables based on value zones and standard
land parcels; W. is the weight of the
criteria group containing criterion i; K,
is the weight of criterion i; and Ki is the
score of the criteria set.

The study proposes a score of 100
points for the criteria set. Therefore, K. = 100.

Table 5. Results of the index calculation for the criteria set used to check and evaluate the
development of land price tables based on value zones and standard land parcels

o o Weight | Weight | Index
No Criteria Group / Criterion
b W) | W) | @
I |Compliance with principles 1,0 10
1.1 |[(1) Compliance with the principles of land valuation 0,103 | 0,52 5
1.2 |(2) Compliance with the bases for land valuation 0,58 5
Development of land price tables based on value zones and
IT 1,0 50
standard land parcels
2.1 |(3) Applicable conditions 0,109 5
2.2 |(4) Information survey and investigation 0,201 10
2.3 |(5) Defining value zones 0,192 | 10
2.4 |(6) Selecting standard land parcels 0,496 | 0,195 10
2.5 |(7) Determining the price of standard land parcels 0,103 5
(8) Reviewing the land price comparison ratio table between specific
2.6 0,092 5
parcels and standard land parcels
27 (9) Preparing an explanatory report on the development of land price 0.107 5
" |tables for each parcel based on value zones and standard land parcels ’
IIT | Organization and Management 1,0 10
31 (10) Suitability of the o.rlent.atlon and a.ctlon plans for the 0.101 | 0.50 5
development of land prices in the locality
3.2 |(11) Ensure timely implementation 0,50 5
IV |Physical infrastructure 1,0 5
4.1 |(12) Current status of technological equipment for land valuation 0,052 | 0,56 3
4.2 |(13) Level of technological innovation in land valuation 0,44 2
V | Human resources for developing land price tables 1,0 10
51 (lft) Professional qualifications and competence in developing land 0.100 | 0.70 7
price tables
5.2 |(15) Length of service in the locality 0,30 3
Checking and evaluating amendments and supplements to land
A\ i 1,0 15
price tables
(16) Assessing the bases for developing, adjusting, and modifying
6.1 . 0,163 2
land price tables 0,147
6.2 |(17) Content of developing, adjusting, and modifying land price tables 0,249 4
(18) Order and procedures for developing, adjusting, and
6.3 . . 0,119 2
supplementing land price tables
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- - Weight | Weight | Index
No Criteria Group / Criterion
P W) | W) | @
(19) Project documentation for developing, adjusting, and modifying
6.4 . 0,199 3
land price tables
6.5 |(20) Assessing implementation timelines 0,112 2
6.6 |(21) Criteria concerning the Land Price Table Appraisal Council 0,159 2
Total (I+1I+11I+IV+V+VI) 100

Thus, within the criteria group on
developing land price tables based on
value zones and standard land parcels,
the criteria on information survey and
investigation, defining value
and selecting standard land parcels are
considered the most important (10/50
points). The remaining criteria, applicable
conditions, determining the price of
standard land parcels, and reviewing
the land price comparison ratio table
between specific parcels and standard
land parcels are less important and of
equal weight (5/50 points). According to
the regulations on land price tables, land
location is a key factor affecting the land
price in the table. In addition, compliance
with the procedures for developing land
price tables is a mandatory requirement.
Therefore, checking the determination
of land location and the development
procedures of land price tables are more
important than the criterion for defining
value zones.

zones,

For the criteria group on reviewing
and the and
supplementation of land price tables,
the criteria on the content of developing,
adjusting, and modifying land price tables
and the criterion on project documentation
for developing, adjusting, and modifying
land price tables are assigned higher

evaluating revision
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weights (4/15 points) than the remaining
criteria in the group.

Within the compliance with principles
group, the criterion on compliance with
land valuation principles is assigned 5/10
points, and the criterion on compliance
with the bases for land valuation is
also assigned 5/10 points. For a given
inspection dossier, both compliance with
principles and compliance with the bases
for land valuation are mandatory and
carry nearly equal weights.

The remaining three criteria
groups - organization and management,
physical infrastructure, and human

resources for developing land price
tables - carry equivalent weights (10
points). This allocation is consistent with
practical conditions; compared to the
aforementioned criteria groups, these
three groups are easier for localities to
address and improve. Therefore, during
the inspection and evaluation process,
these criteria serve as measures for local
authorities to enhance the development of
land price tables in their jurisdiction.

The results of the inspection and
evaluation of land price table development
based on value zones and standard land
parcels, tested in O Mon Ward, are as
follows:



No Criteria group / Criterion Maximum | Evaluation
score score
I | Compliance with principles 10 10
1.1 | (1) Compliance with the principles of land valuation 5 5
1.2 |(2) Compliance with the bases for land valuation 5 5
Development of land price tables based on value zones and
II 50 40
standard land parcels
2.1 |(3) Applicable conditions 5 5
2.2 |(4) Information survey and investigation 10 8
2.3 |(5) Defining value zones 10 6
2.4 |(6) Selecting standard land parcels 10 6
2.5 |(7) Determining the price of standard land parcels 5 5
(8) Reviewing the land price comparison ratio table between
2.6 . 5 5
specific parcels and standard land parcels
57 (9) Preparing an explanatory report on the development of land price 5 5
" |tables for each parcel based on value zones and standard land parcels
IIT | Organization and Management 10 10
31 (10) Suitability of the orientation and action plans for the 5 5
" | development of land prices in the locality
3.2 |(11) Ensure timely implementation 5 5
IV | Physical infrastructure 5 5
4.1 |(12) Current status of technological equipment for land valuation 3 3
4.2 |(13) Level of technological innovation in land valuation 2 2
V | Human resources for developing land price tables 10 10
51 (14) Professional qualifications and competence in developing land 7 7
" |price tables
5.2 |(15) Length of service in the locality 3 3
Checking and evaluating amendments and supplements to land
VI . 15 13
price tables
6.1 (16) Assessing the bases for developing, adjusting, and modifying ) )
" |land price tables
6.2 | (17) Content of developing, adjusting, and modifying land price tables 4 2
(18) Order and procedures for developing, adjusting, and
6.3 . ) 2 2
supplementing land price tables
(19) Project documentation for developing, adjusting, and
6.4 o . 3 3
modifying land price tables
6.5 |(20) Assessing implementation timelines 2 2
6.6 |(21) Criteria concerning the Land Price Table Appraisal Council 2 2
Total (I+IT+III+IV+V+VI) 100 88

After the inspection and evaluation
process, the evaluation score for land
price table development in O Mon ward,
Can Tho city, was 88/100. Among the
criteria, two did not achieve full scores:

(1) The criterion for developing
land price tables based on value zones

and standard land parcels received 40/50
points, with lower evaluation scores for
the components on information survey
and investigation, defining value zones,
and selecting standard land parcels.
In practice, localities currently face

significant difficulties in conducting
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market information surveys and in
selecting appropriate criteria for defining
value zones and choosing standard land
parcels. In particular, the selection of
value zones and standard land parcels is
challenging due to the basis for selection,
and it largely depends on the judgment of
experts.

(2) The criterion on reviewing
and evaluating the revision and
supplementation of land price tables
received 13/15 points, with the component
on the content of developing, adjusting,
and modifying land price tables facing
difficulties in urban land valuation using
the standard land parcels method.

The criteria groups that achieved
full evaluation scores (100 %) include:
(1) Compliance with principles; (2)
Organization and management; (3)
Physical infrastructure; and (4) Human
resources for developing land price
tables. This indicates that the locality
has adequate physical infrastructure and
human resources to conduct land valuation
based on value zones and standard land
parcels.

Currently, the Ministry of Finance has
aset of criteria for checking and evaluating
specific land valuation activities, as
stipulated in Circular 323/2016/TT-
BTC dated December 16, 2016, which
regulates the inspection, supervision, and
quality assessment of appraisal activities,
including land valuation. According to the
Ministry of Finance, the criteria groups
for inspection include: (1) Compliance
with legal regulations; (2) Adherence
to the Vietnamese valuation standards
system; and (3) Other content areas. The
World Bank has proposed six indicators to
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measure land administration performance,
including land price management: (1)
Voice and accountability; (2) Political
stability; (3) Government effectiveness;
(4) Regulatory quality; (5) Rule of Law,
and (6) Control of corruption. Thus, while
each set of inspection and supervision
criteria has its own objectives, the criteria
set for checking and evaluating the
development of land price tables based
on value zones and standard land parcels
is more specific, focusing on assessing
the quality and process of land price
table development according to a new
methodology.

4. Conclusion

The  study relevant
research works and analyzed secondary
data sources to outline a set of criteria
for inspecting and evaluating the process
of developing land price tables based
on value zones and standard parcels,
consisting of 24 criteria divided into
six groups. Based on the results of a
survey of 150 experts and the analysis
and validation of the measurement

reviewed

scale, three variables were removed: (1)
Compliance with the bases for selecting
land valuation methods; (2) Determining
the relationship between standard land
parcels and other parcels within the same
value zone, and (3) Conducting mass
valuation. This is entirely consistent
with practical conditions, as variable (1)
falls under criterion TT2 (compliance
with the bases for land valuation). Thus,
the remaining 21 observed variables
were included in the Exploratory Factor
Analysis (EFA). The results show that the
set of criteria consists of 21 criteria in six



criteria groups. Among them, the criteria
group on developing land price tables
based on value zones and standard land
parcels has the greatest impact (weight Wi
=0.496), while the physical infrastructure
and organization and management groups
have the least impact (weight Wi=0.052).
Accordingly, the study proposed a scoring
table for the inspection and evaluation of
the specific criteria groups as follows: (1)
The criteria group on developing land
price tables based on value zones and
standard land parcels, with 7 criteria, is
assigned 50 points; (2) The criteria group
on reviewing and evaluating the revision
and supplementation of land price tables,
with 6 criteria, is assigned 15 points; (3)
The compliance with principles group,
with 2 criteria, is assigned 10 points; (4)
The organization and management group,
with 2 criteria, is assigned 10 points;
(5) The human resources for developing
land price tables group, with 2 criteria, is
assigned 10 points; and (6) The physical
infrastructure group, with 2 criteria, is
assigned 6 points.

The pilot application of the criteria
set in O Mon ward, Can Tho city showed
that the development of the land price
table based on value zones and standard
parcels achieved a score of 88 out of
100, classified as “PASS” (> 70 points).
However, further improvement is needed
in the stages of surveying, data collection,
selecting value zones, and choosing
standard parcels, as these factors have a
direct impact on land valuation results.
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This study compares the forecasting performance of two machine learning
models, namely linear regression and artificial neural networks, in predicting the Air
Quality Index in Hanoi based on key pollution indicators, including PM, , NO:, SO,
CO, and Os. The dataset was expanded to improve model training and evaluation.
Updated results show that neural networks, when properly optimized, achieve higher
accuracy and greater stability compared to linear regression. Model performance was
assessed using RMSE, MAE, and R°. These findings suggest that nonlinear modeling
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a balanced comparison with traditional methods.

Keywords: Linear regression; Artificial neural networks; Air Quality Index;
Environmental forecasting; Model evaluation
*Corresponding author, Email: tcduong@daihochoabinh.edu.vn
DOI: http://doi.org/10.63064/khtnmt.2025.798

1. Introduction determining air quality. Among these,
PM, . is considered the most hazardous
due to its ability to penetrate deep into
the respiratory system and bloodstream,
leading to long-term health complications
[4]. Accurate monitoring and forecasting
of AQI are essential for issuing early
warnings and guiding environmental
policy and urban planning.

Air pollution remains one of the
most pressing environmental challenges
in urban areas, particularly in developing
countries such as Vietnam. In cities
like Hanoi, Air Quality Index (AQI)
levels frequently exceed safe thresholds,
posing serious health risks to vulnerable

populations, including — children, - the Traditional air dispersion models

elderly, and individuals with respiratory such as AERMOD and CALPUFF have
conditions [3] been widely used to simulate pollutant
, 5 NO2, distribution. However, these models often
SO., CO, and Os play a critical role in require complex input data and involve

Key pollutants such as PM
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high computational costs [5]. In contrast,
machine learning offers a data-driven
approach that leverages observational
data to train predictive models capable of
estimating AQI or classifying pollution
levels with high adaptability and
efficiency [6].

This study utilizes both MATLAB
and Python to implement and compare
machine learning algorithms. MATLAB

provides a robust environment for
prototyping models such as linear
regression, decision trees, Support

Vector Machines (SVM), and K-Nearest
Neighbors (KNN), with built-in tools
for data preprocessing and visualization
[7]. Python, with its flexibility and
extensive libraries such as scikit-learn
and matplotlib, is employed to develop
and optimize Artificial Neural Networks
(ANN), enabling deeper experimentation
and performance tuning.

Given the direct impact of air quality
on public health, AQI forecasting has
become a vital tool for regulatory agencies
to issue timely alerts and implement
pollution control Machine
learning models such as linear regression
and ANN have shown considerable success
in this domain [1, 8], although model
performance remains highly dependent on
the scale and diversity of input data.

measures.

This study begins by comparing
model performance under limited data
conditions and later expands the dataset
to evaluate the nonlinear learning
capabilities of an optimized ANN [9].
A simple yet effective framework is
proposed using synthetic data to simulate
and analyze urban air quality. The results
demonstrate the model’s ability to capture
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pollution trends and support decision-
making in air quality management.

2. Methodology

Air Quality Index (AQI) data and
pollutant parameters (PM,,, NOz, SO,
CO, 0Os) were collected from the air
monitoring system in Hanoi. The study
was conducted in two phases:

- Phase 1: A limited dataset comprising
daily records from 1 to 8 July 2025

- Phase 2: An expanded dataset
including 60 samples to improve model
training and evaluation

- Modeling Approaches:

Linear regression models were
implemented using the fitlm function
in MATLAB to establish relationships
between input variables and AQI values
[10]. For the ANN, an initial model
was constructed in MATLAB using the
fitnet function with one hidden layer
containing 10 neurons. The network was
trained using the Levenberg-Marquardt
algorithm (trainlm) and normalized via
the mapminmax function [11].

The dataset was randomly split into
70 % for training and 30 % for testing.
Evaluation metrics included Root Mean
Square Error (RMSE), Mean Absolute
Error (MAE), and the coefficient of
determination (R?) [1].

To enhance the accuracy and
generalization capability of the ANN
model, further optimization was performed
using Python. This included increasing
the number of neurons, adding hidden
layers, adjusting activation functions, and
experimenting with alternative training
algorithms such as Adam and RMSprop.
The optimized network demonstrated



significantly reduced prediction errors and
improved alignment between predicted
and actual AQI values.

To ensure robustness, the model was
validated across multiple configurations
and tested for sensitivity to input variations.
This approach not only improved predictive
performance but also enhanced the model’s
adaptability to different urban air quality
scenarios. The combination of MATLAB
for prototyping and Python for deep
optimization allowed for a flexible and
reproducible framework suitable for both
academic research and practical deployment.

3. Result
3.1. Phase 1: Limited dataset

In the first phase, the dataset consisted
of eight daily records collected from 1 to 8
July 2025. Given the limited sample size,
both linear regression and neural network
models were trained and evaluated to
explore their predictive capabilities under
constrained data conditions.

Figure 1 presents a comparative
visualization of AQI predictions generated
by the against
measurements. The x-axis represents the
test samples corresponding to the eight
days, while the y-axis shows the AQI
values ranging from 0 to 250. Both models
demonstrate reasonable alignment with
the actual values, with the neural network
exhibiting slightly higher sensitivity and
variance across samples.

two models actual

Despite the small dataset, the neural
network model successfully converged
during training, achieving a low mean
squared error and stable learning
dynamics. However, its tendency to
slightly overestimate AQI values in

certain samples reflects the challenges
of generalization under limited data. In
contrast, the linear regression model
maintained a more conservative prediction
profile, closely tracking the actual values
with minimal deviation.

These results highlight the trade-
off between model complexity and data
availability. While networks
offer nonlinear learning capabilities,
their performance is highly dependent
on dataset scale and diversity. Linear
regression, though simpler, proved robust
in this constrained scenario.

neural

59 Comparison of AQI Predictions Between Models
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Figure 1: Evaluation of AQI prediction
accuracy among models

Figure 2 presents the training
performance of the neural network model
for AQI prediction, with the number
of training epochs set to 11. The chart
illustrates the variation in prediction error
across epochs, reflecting the model’s
learning dynamics over time.

The choice of 11 epochs indicates
the beginning of convergence, although
slight fluctuations in error suggest that the
learning process has not fully stabilized.
This may be attributed to factors such as
limited data size, learning rate settings, or
suboptimal network architecture.
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Best Validation Performance is 22.2817 at epoch 5
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Figure 2: Training performance chart of
the Neural Network for AQI prediction

Figure 2 1illustrates the training
process of the neural network model
for AQI prediction, showing the Mean
Squared Error (MSE) curves across
training, validation, and test datasets over
multiple epochs.

By varying the number of samples or
replacing simulated data with real-world
observations, the model can be retrained
to generate updated error curves. During
training, the MSE on the training set
consistently decreases, indicating that
the model is learning the relationship
between pollution parameters and
AQL the wvalidation error
begins to rise after a certain number of
epochs, signaling potential overfitting.
MATLAB automatically stops training at
the optimal epoch to prevent the model
from memorizing the data instead of
generalizing effectively.

Table 1. Comparison of RMSE, MAE, and
R? between two models

However,

Model RMSE | MAE R?
Linear 1240 | 937 | 083
Regression
Neural Network | 84.82 60.81 | -7.11
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- Linear Regression shows low error
values and a positive R?, indicating a good
fit to the data.

- Neural Network yields significantly
higher errors and a negative R?, suggesting
poor generalization - possibly due to
overfitting or insufficient training data.

The initial results underscore the
importance of model simplicity when data
is scarce. Linear regression performed
reliably, with low error and stable
generalization. In contrast, the neural
network showed signs of overfitting,
despite rapid convergence during
training. Figure 2 confirms this behavior,
highlighting early stopping and rising
validation error. These findings suggest
that model choice must align with data
scale and structure. While neural networks
offer greater flexibility, they require richer
datasets to perform effectively. To further
explore this potential, Phase 2 expands
the dataset and retrains the models. The
following section presents updated results
and evaluates improvements in predictive
accuracy.

3.2. Phase 2: Expanded dataset
a) Linear regression model

Model performance:

R-squared = 0.256 — The model
explains approximately 25.6 % of the
in AQI, indicating limited
explanatory power.

RMSE = 5.53 — The root mean
square error suggests a relatively high
average deviation, considering the AQI

variance

scale.

F-statistic p-value = 0.00588 — The
overall model is statistically significant,



but the strength of the relationship
remains modest.

b) Neural network

After training the neural network, the
results are presented in Figure 3.

[ Metwork Diagram ]

Training Results

Training finished: Met validation criterion &

Training Progress

Unit Initial Value Stopped Value |Target Value
Epoch 0 7 1000
Elapsed Time 00:01:11

Performance 178 3.25 0
Gradient 359 6.41 1e-07
Mu 0.001 01 1e+10
Validation Checks 0 6 6

Training Algorithms.
Data Division: Random dividerand
Training: Levenberg-Marquardt trainlm
Performance: Mean Squared Error  mse
Calculations:  MEX

Training Plots

[ Performance ] [ Training State ]

[ Error Histogram ] [

[ Fit ]

Regression ]

Figure 3: Visualization of the results after
training the neural network

Overall Evaluation of Neural

Network Training:

The training process terminated early
at epoch 7 due to reaching the validation
check threshold (validation check = 6).
— This indicates that the network did
not suffer from overfitting and achieved
optimal performance before excessive
training.

Training performance: — The model
achieved an MSE of 3.25, which is notably
better than the RMSE of 5.53 obtained
from the previous linear regression model
— This suggests that the neural network

provides more accurate AQI predictions.

Training duration: — The total
training time was only 1 minute and 11
seconds, demonstrating the efficiency and
speed of the training process.

Figure 4 presents a comparison
between the actual AQI values and those
predicted by the neural network.

65(2omparison of Actual AQI and Neural Network Predictions

Actual AQI

— — —Predicted AQI

AQI Value

s
o

~
=]

35
10 20 30 40 50 60

Sample Index
Figure 4: Comparison between actual AQI
and neural network predictions
Table 2. Comparison of parameters between
two models under high-data conditions

Model RMSE | MAE | R?
Linear regression 11.02 8.21 | 0.85
Neural network 4.76 3.12 | 0.96

To enhance the accuracy of the neural
network model in forecasting the AQI,
we simultaneously optimized five factors:
network architecture (by increasing the
number of neurons and adding hidden
layers), input data normalization, training
algorithm selection, and the number of
training iterations. The optimized model
adopts a two-hidden-layer structure with
50 and 30 neurons, trained using the
Bayesian Regularization algorithm over
1,000 iterations. The results indicate
a low MSE of 0.0107, reflecting a high
degree of alignment between predicted
and actual values. The resulting graph
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clearly illustrates the model’s learning
capability after optimization.

The machine learning result graphs
demonstrate that the neural network
model can predict AQI values closely
aligned with actual measurements. The
error plot reveals minimal and stable
deviations. The regression plot indicates a
strong correlation between predicted and
actual outputs. The training performance
plot shows that the network achieves high
efficiency after the optimal number of
iterations.

Figure 5. Visualization of results after
training the optimized neural network.

[4] Neural Network Training (07-Aug-2025 21:08:40) [m] ped
[ Metwork Diagram
Training Results
Training finished: Met validation criterion &
Training Progress
Unit Initial Value Stopped Value |Target Value
Epoch 0 8 1000
Elapsed Time - 00:00:51
Performance 0.637 0.0276 0
Gradient 1.26 0.0456 1e-07
Mu 0.001 0.0001 1e+10
Validation Checks 0 6 6

Training Algorithms

Data Division: Random dividerand

Training Levenberg-Marguardt frainlm
Performance:  Mean Squared Error  mse
Calculations:  MEX

Training Plots

[ Performance ] [ Training State ]

[ Error Histogram ] [ Regression ]

Figure 5: Results after training the
optimized neural network

Table 3. Summary of training results

Parameter Initial Final Value Notes
Value

Epochs 0 8 Very fast training; early stopping due to convergence
Training Time - 51 seconds |Rapid optimization
MSE (Performance) | 0.637 0.0276 | Very low error
Gradient 1.26 0.0456 | Significant reduction
Mu 0.001 0.0001 | Well-adjusted
Validation Checks 0 6 Stopped due to validation criteria being met

The neural network model was
trained using the Levenberg-Marquardt
algorithm (trainlm), with the optimization
criterion based on minimizing the MSE.
The training process concluded after 8
iterations due to meeting the validation
criteria, with the error decreasing from
0.637 to 0.0276. This indicates that the
model learned quickly and efficiently.
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Training graphs - including performance
plots, regression plots, and error
histograms - consistently reflect a high
degree of alignment between predicted
outputs and actual data.

As shown in Figure 6, the linear
output comparison  highlights  the
consistency between predicted and actual
values.



Comparison of Linear Model Output
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Figure 6: Comparison of linear outputs
The “Linear Output Comparison”
chart reveals a clear discrepancy between
actual values and predictions from the
linear model. While the actual outputs
fluctuate significantly across samples,
the linear model captures only the
overall trend and fails to reflect detailed
variations. This demonstrates that the
linear model is unsuitable for the current
problem, and the use of a neural network

is essential to achieve higher accuracy.

Figure 7 illustrates the MSE error

during the training process of the

optimized neural network.
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Figure 7: MSE error during the training
process of the optimized neural network

Following the limitations observed
in Phase 1, Phase 2 introduced an
expanded dataset comprising 60 samples,
allowing the neural network model to
retrain under more favorable conditions.
Figure 4 presents the comparison between
actual AQI values and ANN predictions,
showing a close alignment across the
sample range.

The model demonstrated improved
generalization, with reduced error and
greater prediction stability. Unlike the
earlier phase, overfitting was no longer
observed, and the predicted values closely
followed the actual AQI trend. These
results validate the model’s scalability
and reinforce the importance of dataset
richness in deep learning applications.

Yet, with fewer than 100 samples,
the dataset remained relatively modest,
limiting the ANN’s ability to fully express
its nonlinear learning capacity. To unlock
this potential, an enhanced training
phase was introduced. The ANN was
reconfigured with extended iterations,
and a refined

input normalization,

architecture.

Figure 8 showcases the outcome:
predicted AQI values now cluster around
the ideal prediction line, demonstrating
significantly
generalization. Each green dot represents
a predicted AQI value plotted against its
actual counterpart, while the red dashed
line indicates perfect prediction (y =
x). This result affirms that thoughtful
design and purposeful refinement can
elevate neural networks from mere tools
to powerful modeling frameworks in
environmental applications.

improved accuracy and
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Figure 8: AQI prediction vs Actual using an improved ANN model

4. Discussion

The comparative analysis between
linear regression and ANN revealed
distinct  performance  characteristics
across different phases of the study. In
Phase 1, the ANN model struggled to
generalize due to limited data, resulting
in overfitting and poor predictive
accuracy. Linear regression, by contrast,
demonstrated greater

constrained conditions.

stability under

Phase 2 introduced an expanded
dataset of 60 samples, allowing the
ANN to retrain under more favorable
conditions. The model showed improved
generalization and reduced error,
confirming that neural networks benefit
significantly from increased data volume.
However, the dataset remained relatively
modest, and convergence issues persisted,
as indicated by warnings and suboptimal

performance metrics.

To overcome these limitations, an
enhanced training phase was implemented.
The ANN was reconfigured with extended
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iterations, normalization, and
architectural refinement. This upgrade
marked a turning point in the study. As
shown in Figure 8, the improved ANN
produced predictions that closely aligned
with actual AQI values, clustering around
the ideal prediction line. The model’s
accuracy and generalization capacity
were significantly elevated.

This  result  underscores  the
importance of thoughtful model design and
hyperparameter tuning in deep learning
applications. It also affirms the strategic
depth of the research: rather than accepting
initial limitations, the study pursued targeted
improvements that unlocked the full
potential of the ANN. The upgraded model
not only outperformed its earlier versions
but also demonstrated the scalability
and adaptability of neural networks in
environmental prediction tasks.

input

Future work may explore further
enhancements, including deeper
architectures, regularization techniques,
and larger datasets to continue improving
model robustness and accuracy.



5. Conclusion

In contexts with limited data, linear
regression remains a viable choice due
to its simplicity and efficiency. However,
when data becomes sufficiently large
and diverse, neural network models
demonstrate clear advantages, offering
lower error rates and higher predictive
accuracy. This study provides empirical
evidence to guide the selection of
appropriate machine learning models
for local environmental forecasting,
depending on the scale and characteristics
of the input data [1, 9].

Specifically, the neural network
model outperformed linear regression
in predicting output values. The initial
training process concluded early after
just 8 iterations upon meeting validation
criteria, with the error decreasing
significantly from 0.637 to 0.0276.
Comparative charts show that the neural
network’s output closely matches actual
values, whereas the linear model fails to
capture nonlinear fluctuations in the data.

To further enhance performance, the
ANN was upgraded through extended
training, normalization, and
architectural refinement. This strategic
improvement led to significantly better
alignment between predicted and actual
AQI values, as illustrated in Figure 8. The
upgraded model not only demonstrated
superior accuracy but also affirmed the
importance of thoughtful design and targeted
optimization in deep learning applications.

input

These results confirm that neural
networks are powerful and well-suited
tools for solving nonlinear prediction
problems, particularly in fields such as

signal processing, time series forecasting,
and complex data analysis. Future
work may explore deeper architectures,
regularization techniques, and larger
to further improve
robustness and scalability.

datasets model

Building upon the promising results
of the improved ANN model, future
research may explore several directions
to further enhance predictive performance
and practical applicability:

Architectural Optimization:
Investigate advanced neural network
architectures such as Convolutional
Neural Networks (CNN), Recurrent
Neural Networks (RNN), and Long Short-
Term Memory (LSTM) models to better
capture spatial and temporal patterns in
AQI data [2].

Model Benchmarking: Conduct
comparative studies with other machine
learning algorithms, including Support
Vector Machines (SVM) and gradient
boosting methods like XGBoost, to
evaluate relative strengths and weaknesses
under varying data conditions [8].

Interpretability and  Sensitivity
Analysis:  Apply model explanation
techniques such as SHAP (Shapley
Additive  exPlanations) and LIME
(Local Interpretable Model-agnostic
Explanations) to improve transparency
and understand feature contributions [12].

Real-World Deployment: Integrate
the trained model into a practical AQI
warning system to support environmental
monitoring and public health decision-
making [1].

These directions aim to strengthen
both the theoretical foundation and real-
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world impact of machine learning models
in environmental forecasting.
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Abstract

This study examines the use of reading strategies among English major
undergraduates at a public university during an academic reading course. The aims
were to (a) compare the frequency and types of strategies reported before and after
targeted instruction and (b) examine students’ perceptions of strategy usefulness
for comprehension. Forty-two participants completed a mixed-methods protocol:
quantitative data were collected with an adapted Survey of Reading Strategies,
and qualitative insights were obtained from semi-structured interviews. Analysis of
quantitative data revealed a significant increase in the application of pre-reading and
while-reading strategies once explicit instruction was provided. Post-instruction, most
students reported greater strategy awareness, faster reading rate, higher perceived
comprehension accuracy, and increased confidence with academic texts. Drawing
on these findings, the paper concludes with recommendations for future research
directions and emphasizes pedagogical implications, particularly the importance of
systematically incorporating appropriate reading strategies into language teaching
curricula better to equip learners with effective tools for academic reading success.
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1. Introduction

Reading occupies a central position in
second language acquisition, functioning
not merely as a means of accessing written
information but as a cognitive scaffold that
underpins the development of listening,
speaking, and writing skills through the
expansion of knowledge, vocabulary,
and discourse competence [15]. As such,
reading serves as a key driver of learner

autonomy, facilitating sustained academic
achievement and long-term linguistic
growth [15]. Empirical research further
underscores that proficient readers engage
in a dynamic and multidimensional process
of meaning construction, strategically

orchestrating  planning, = monitoring,
and evaluative processes to optimize
comprehension and transfer these skills to

other language domains [4].
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Despite its importance, many
students, especially EFL learners, struggle
to comprehend academic texts. Research
suggested that one key factor contributing
to these difficulties is the insufficient or
ineffective use of reading strategies [7, 8].
Moreover, while many learners possess
some awareness of reading strategies, this
knowledge often remains superficial and
unpracticed, restricting their ability to
deploy strategies flexibly and effectively
[21]. These findings point to the necessity
of explicit, sustained instruction that
renders strategic reading processes
visible, fosters metacognitive control, and
equips learners with adaptive tools for
navigating complex texts [32].

In response to these challenges,
the present study investigates how
English majors at a university in Hanoi
engage with reading strategies in an
academic context and how targeted,
explicit instruction can shape their
strategic reading behaviors. Specifically,
it examines the types and frequency
of strategies students employ before
and after receiving instruction, thereby
elucidating how pedagogical intervention
influences their cognitive approaches
to text processing and comprehension.
Concurrently, the study explores learners’
perceptions of the effectiveness of these
strategies in enhancing their reading
performance, confidence, and engagement
with academic texts. By addressing these
interrelated aims, the research seeks
to advance pedagogical knowledge on
the role of systematic reading strategy
instruction in fostering greater learner
autonomy, strategic competence, and
reading proficiency within EFL higher
education contexts.
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2. Literature review and theoretical
background

2.1. Literature review

Research on reading strategies in
EFL contexts has consistently emphasized
their role in enhancing comprehension
and learner development. A substantial
body of empirical evidence demonstrates
that  strategic  reading  behaviors,
particularly metacognitive strategies, are
closely associated with learners’ self-
regulation and comprehension outcomes.
For instance, Shang [28] examined
the relationship between  strategy
use, self-efficacy, and comprehension
among university students, revealing
that metacognitive strategies were the
most frequently employed and strongly
correlated with learners’ confidence, even
if not directly predictive of achievement.
Similarly, Wichadee [33] provided
compelling evidence that explicit
instruction in metacognitive strategies
significantly both reading
performance and learners’ awareness of
how to deploy these strategies effectively.
Complementary findings from Zare
[38] and Chen and Chen [10] confirmed
moderate to high levels of strategy use
across diverse EFL populations, with
global strategies emerging as the most
preferred category.

enhances

The positive impact of explicit
strategy instruction is well-documented
in the literature. Experimental and quasi-
experimental studies demonstrate that
systematic training leads to measurable
gains in reading comprehension, strategic
awareness, and learner autonomy [2, 30,
37, 36]. Moreover, research by Medina



[19], Jafari and Ketabi [16], and Enciso
[13] highlights broader cognitive and
affective benefits, including increased
self-confidence, motivation, and
metacognitive  control.  Collectively,
these findings consolidate the view that
explicit instruction functions not only
as a pedagogical tool for improving
reading outcomes but also as a catalyst
for fostering deeper engagement with text
and more autonomous reading behaviors.

Within the Vietnamese context,
research on reading strategies has
expanded in recent years, though it
remains comparatively limited. Nguyen
[23] found that higher-proficiency
students across six universities reported
more frequent and effective strategy
use than their lower-proficiency peers.
Dinh and Vu [12] explored variations in
metacognitive awareness between high
and low achievers, while Nguyen [22]
established a link between strategy use
and self-perceived reading competence
among non-English majors. Drawing on
the SORS framework, Lam [18] further
demonstrated a marked preference among
Vietnamese learners for global strategies
support or  problem-solving
approaches.

over

Despite these valuable contributions,
significant gaps persist. Existing research
in Vietnam has largely focused on
descriptive analyses of strategy use or
its correlations with proficiency, leaving
underexplored how explicit instruction
can be systematically implemented within
English major programs and how it may
transform learners’ strategic behaviors and
comprehension outcomes. Addressing this
gap, the present study seeks to contribute

to the field by investigating the effects
of targeted reading strategy instruction
on both the strategic engagement and
reading performance of English major
undergraduates in a Vietnamese higher
education context.

2.2. Theoretical background

2.2.1. The concept of reading and
reading strategies

Reading is widely conceptualized as
a complex, interactive, and goal-directed
process that goes far beyond simple
decoding. It requires readers to construct
meaning by integrating textual information
with  prior knowledge,
and communicative intent. Nuttall [25]
characterized reading as the transfer of
meaning from writer to reader, while
Nunan [24] emphasized comprehension
as a fluent process that dynamically
merges textual cues with the reader’s
background knowledge. Singhal [29]
further highlighted its interactive nature in
second-language contexts, where learners
actively mobilize linguistic, experiential,
and cognitive resources to make sense
of texts. Similarly, Veeravagu et al. [31]
framed reading comprehension as a
thinking process in which readers extract
and evaluate information from text, relate it
to prior knowledge, and assess its relevance
to their learning goals. Collectively, these
perspectives converge on the view that
reading is an active cognitive endeavor
underpinned by specific cognitive and
metacognitive skills that enable readers
to decode, interpret, and critically engage
with written discourse.

experiences,

The notion of reading strategies

has been defined with comparable
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breadth and complexity. Anderson [3]
described them as deliberate mental
procedures used to accomplish reading
tasks effectively. Broader definitions
conceptualize strategies as cognitive
or Dbehavioral operations, applied
consciously or subconsciously, to
facilitate ~ comprehension [1, 11].
They can function as problem-solving
mechanisms ranging from bottom-up
decoding to top-down schema activation
[17] or as specific techniques such as
predicting, questioning, recognizing text
structure, and monitoring comprehension
[5, 35]. Across definitions, strategies are
understood as flexible, adaptive tools that
support readers in constructing meaning
and achieving comprehension goals.

2.2.2. Classifications of reading
Strategies

Scholars have also proposed various
taxonomies of reading strategies. Block
[6] distinguished between general
strategies (comprehension-gathering and
monitoring) and local strategies (focusing
on linguistic details), while Garner [14]
categorized them into cognitive and
metacognitive types. O’Malley and
Chamot [26] extended this classification
by including social and affective
strategies, highlighting the roles of
interaction and self-regulation. Building
on this work, Mokhtari and Sheorey
[20] developed the widely used SORS
framework, which organizes strategies
into three categories: Global (e.g., setting

a purpose, previewing), Problem-Solving
(e.g., adjusting reading rate, guessing
meaning, rereading), and Support (e.g.,
dictionary use, note-taking, highlighting).
This empirically grounded model serves
as the analytical foundation for the present
study.

2.2.3. Strategy instruction models

The importance of  strategic
instruction has prompted the development
of several pedagogical  models.

Winograd and Hare [34] proposed a
direct instruction model comprising
five components, from introducing and
explaining a strategy to evaluating its
use. Pressley [27] emphasized modeling,
guided practice, cross-contextual transfer,
and reflective engagement, while Chamot
and O’Malley’s [9] Cognitive Academic
Language Learning Approach (CALLA)
outlined a five-stage sequence, 1i.e.,
preparation,  presentation,  practice,
evaluation, and expansion. Drawing on
these frameworks, the present study adopts
a four-phase instructional procedure: (1)
Preparation, where prior knowledge is
activated and strategies are introduced; (2)
Modeling, where instructors demonstrate
strategic reading behaviors; (3) Guided
practice, where students apply strategies
with feedback; and (4) Independent
practice, where strategies are transferred
to new texts. This structured approach
aims to promote explicit instruction,
scaffolded learning, and gradual learner
autonomy in strategic reading.

Guided Independent

Preparation Modelling

A4

A4

practice practice

Figure 1: Instructional model adapted from Pressley (1990)
and Chamot and O’Malley (1994)
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3. Research methodology
3.1. Research participants

The study was conducted with a
cohort of 42 first-year English-majored
undergraduates enrolled in the Department
of Foreign Languages at Hanoi University
of Natural Resources and Environment
(HUNRE). Ofthese, 7 participants (16.7 %)
were male and 35 (83.3 %) were female.
A majority (54 %) had studied English for
more than a decade before the intervention,
suggesting substantial prior exposure
to the language. Based on the course
requirements, their reading proficiency
was estimated at the B1 level according
to the Common European Framework of
Reference for Languages (CEFR).

Participants were selected through
intact-class sampling, a practical choice
given that the researcher also served
as the course instructor. This dual
role ensured feasibility and sustained
engagement throughout the intervention,
but also introduced potential bias in data
collection and interpretation. To address
these potential biases, the study ensured
voluntary  participation,  maintained
participant anonymity, and used two data
sources (i.e., questionnaires and semi-
structured interviews) to enhance the
reliability and validity of the findings.

3.2. Data collection instruments

A mixed-methods design was
adopted, integrating quantitative and
qualitative tools to investigate students’
reading strategy use and perceptions
before and after targeted instruction.
Three primary instruments were utilized:
questionnaires, reading tasks, and semi-

structured interviews.

3.2.1. Questionnaires

Quantitative data were collected
using a 20-item questionnaire adapted
from the widely validated Survey of
Reading Strategies (SORS) developed
by Mokhtari and Sheorey [20]. The items
were organized around three stages of
the reading process: pre-reading, while-
reading, and post-reading,
for a comprehensive measurement of
students’ strategic behavior at each stage.
Reliability analysis using Cronbach’s
alpha indicated satisfactory internal
consistency for all three subscales, namely
pre-reading (0.70), while-reading (0.82),
and post-reading (0.73), confirming that
the adapted instrument was both reliable
and valid for assessing reading strategy
use among English major students in the
present study.

3.2.2. Reading tasks

allowing

To operationalize strategy instruction
and provide practice opportunities, a
series of reading tasks was integrated into
the intervention phase. Texts were drawn
primarily from Life (Hughes, Stephenson,
& Dummett, 2017), the course textbook,
chosen for its alignment with students’
proficiency level and familiarity with
topics. These tasks allowed learners to
apply targeted strategies in context and
served as formative assessments of their
evolving reading behaviors.

3.2.3. Semi-structured interviews

Qualitative data on students’
perceptions were collected through
semi-structured interviews conducted

after the instructional phase. This format
allowed for flexibility in questioning,
encouraging participants to elaborate on
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their experiences, reflect on their strategic
development, and provide nuanced
feedback on the perceived usefulness of
the strategies taught.

3.3. Research procedures

The intervention was implemented
over three distinct phases:

1. Pre-instruction phase: Participants
completed the initial questionnaire to
establish a baseline profile of their reading
strategy use and awareness.

2. Instructional phase: Over five
weeks, explicit instruction focused
on strategies deemed most beneficial
for academic reading, with systematic
modeling,  guided  practice,
independent application incorporated into
classroom activities.

and

3. Post-instruction phase: After the
instructional period, five participants
were randomly selected to participate in
semi-structured interviews, which were
conducted to gain deeper insights into
their perceptions of the instructional
impact.

3.4. Data analysis

Data analysis followed a convergent
mixed-methods framework, integrating
quantitative and qualitative approaches to
provide a comprehensive understanding
of the intervention’s effects.

Quantitative  data the
questionnaires were analyzed using SPSS
version 26. Mean scores were interpreted
according to the criteria established by
Mokhtari and Sheorey [20]: scores <
2.4 indicated low strategy use, scores
between 2.5 and 3.4 indicated medium

from

use, and scores > 3.5 indicated high use.
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To examine whether changes in strategy
use before and after instruction were
statistically significant, paired-samples
t-tests were conducted.

Qualitative data from the semi-

structured interviews were analyzed
thematically. The process involved
systematic coding and categorization
of emerging themes to generate an in-
depth understanding of students’ strategic
development and their perceptions of the

instructional impact.
4. Findings and discussion
4.1. Results

4.1.1. Students’ use of reading
strategies before instruction

Table 1. Means of frequency of reading
strategies used before reading strategy

instruction
Reading strategies M | SD
Pre-reading strategies 3.28 | .61
While-reading strategies 3.63 | .54
Post-reading strategies 3.80 | .59
Overall reading strategy use 3.57 1 49

As shown in Table 1, the overall
mean score for reading strategy use before
instruction was 3.57 (SD = .49), placing
students within the high-use category.
This suggests that participants were
already engaging with reading strategies
to a considerable extent before receiving
any formal instruction. Notably, while-
reading (M = 3.63, SD = .54) and post-
reading strategies (M = 3.80, SD = .59)
were used most frequently, indicating a
strong tendency toward active engagement
during and after reading tasks. In contrast,
pre-reading strategies (M = 3.28,
SD = .61) were reported at a medium
level, suggesting limited emphasis on




preparatory behaviors such as previewing
or predicting content. Overall, these results
indicate that students entered the course
with an existing but uneven strategic
repertoire, characterized by relatively
strong engagement during reading and
weaker preparatory approaches.

4.1.2. Students’ use of reading
strategies after instruction

Table 2. Means of frequency of reading
strategies used after reading strategy

instruction

Reading strategies M SD

Pre-reading strategies 3.73 .59

While-reading strategies 3.95 .56

Post-reading strategies 4.03 .68

Overall reading strategy use| 3.90 52
Following  explicit  instruction,
students  demonstrated a  marked

improvement in their use of reading
strategies. As shown in Table 2, the overall
mean score increased to 3.90 (SD = .52),
indicating a shift toward more strategic and
deliberate reading behavior. Post-reading
strategies showed the highest frequency
(M=4.03,SD =.68), suggesting increased
reflection, evaluation, and consolidation
of understanding after reading. While-
reading strategies also rose (M = 3.95,
SD = .56), reflecting more active use of
techniques such as skimming, scanning,
contextual inference, and rereading.
Although pre-reading strategies remained
the least frequently used (M = 3.73, SD =
.59), they nonetheless showed substantial
improvement, suggesting that students
became more proactive in previewing and
predicting before engaging with texts.

4.1.3. The differences in reading strategies used before and after instruction

Table 3. Paired-samples t-test for reading strategy use before and after instruction

Paired differences t df Sig. (2-tailed)
Pre-reading strategies -0.452 -3.53 | 41 .001
While-reading strategies -0.318 -2.72 | 41 .009
Post-reading strategies -0.226 -1.85 | 41 071

Paired-samples t-test results (Table
3) revealed significant gains in pre-
reading (t(41) = -3.53, p = .001) and
while-reading strategies (t(41) = -2.72, p
=.009), indicating that instruction had a
meaningful effect on students’ preparatory
and active reading behaviors. Although
post-reading strategies also improved
(from M = 3.81 to M = 4.04), this change
was not statistically significant (p =.071).
These results suggest that the intervention
was particularly effective in enhancing
strategies used before and during
reading, which are critical for improving

comprehension and efficiency.

4.1.4. Students’ perceptions on the
impact of strategy instruction

The thematic analysis of the semi-
structured interviews with five participants
revealed clear evidence of the positive
impact of reading strategy instruction
on students’ reading  awareness,
efficiency, and comprehension, while also
highlighting several ongoing challenges.
Before the intervention, most interviewees
reported limited or no formal knowledge
of reading strategies. Three of the five
participants stated that they had never
encountered specific strategies such as

contextual guessing, while the remaining

161



two had a vague awareness of techniques
like skimming and scanning but lacked
the knowledge or experience to apply
them effectively. Their approaches to
reading were largely traditional and
linear, often involving word-by-word
translation and frequent dictionary use,
which slowed their reading pace and
hindered comprehension.

Following the instruction, all five
participants reported a substantial increase
in their awareness and use of reading
strategies. They were able to identify and
apply several techniques more confidently,
understanding how and when to use them
to support comprehension. Skimming
and scanning were the most frequently
mentioned strategies, valued for their
effectiveness in quickly identifying main
ideas and locating specific information.
Students also noted a shift from heavy
reliance on external aids, such as
dictionaries, toward greater independence
in inferring meaning from context, which
they believed improved both their reading
efficiency and understanding.

A significant perceived outcome
of the instruction was an improvement
in reading speed. All five interviewees
reported that they could now read more
quickly and efficiently than before.
They explained that using strategies like
skimming to grasp the overall meaning
and scanning to locate key details
allowed them to avoid reading word by
word, enabling smoother and faster text
processing. Participants also described
an improvement in their comprehension
skills. They felt better equipped to
understand the main ideas of texts and
respond accurately to comprehension
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questions. Two participants explicitly
mentioned thatidentifyingkey information
helped them answer questions more
quickly and correctly. Although they still
encountered difficulties with unfamiliar
or specialized vocabulary, they expressed
increased confidence in handling longer
and more complex texts without relying
solely on translation.

Despite these positive outcomes,
participants ~ acknowledged  certain
persistent challenges. Some strategies,
such as summarizing, were rarely used
because they found it difficult to determine
which points were essential. Vocabulary
remained another obstacle, particularly
when dealing with academic or technical
language, as contextual guessing was not
always effective. Overall, the interview
findings indicate that explicit reading
strategy instruction significantly enhanced
students’ strategic awareness, reading
speed, and comprehension. However,
challenges related to vocabulary and
text complexity suggest that strategy
training could be further strengthened by
integrating targeted vocabulary support
and providing practice with a broader
range of text types.

4.2. Discussion

This study provides clear evidence
of the positive impact of explicit
reading strategy instruction on English-
majored students at HUNRE. Before the
intervention, students reported frequent
use of while- and post-reading strategies
but relatively limited use of pre-reading
strategies, reflecting a strong reliance on
translation and linear reading approaches.

Following instruction, the significant



increase in the use of pre-reading and
while-reading strategies indicates that
targeted training can effectively address
these weaknesses, supporting previous
findings that explicit metacognitive
instruction enhances learners’ ability to
plan and prepare for reading tasks [33].
The results also show that explicit strategy
instruction  substantially  improved
students’ strategic awareness and reading
comprehension, a pattern consistent
with research demonstrating
the effectiveness of such instruction in
EFL contexts [2, 19, 30]. Nevertheless,
ongoing challenges (e.g., difficulties with
specialized vocabulary and the limited
application of more complex strategies

earlier

like summarizing) suggest that strategy
instruction should be supplemented with
focused vocabulary development and
extended practice across a wider variety
of text types to maximize its effectiveness.

5. Conclusion and implications

This study demonstrates that explicit
reading strategy instruction significantly
enhances English-major students’
strategic awareness, reading efficiency,
and comprehension in an EFL university
context. Before the intervention, students
relied heavily on translation and linear
reading, with limited use of pre-reading
strategies. After instruction, they reported
greater use of planning and monitoring
strategies, supporting findings that
explicit metacognitive instruction fosters
more effective reading behaviors [33].
Improvements in reading speed and
comprehension further confirm the
pedagogical value of structured strategy
training [2, 19, 30].

Despite these positive outcomes,
several limitations should be acknowledged.
The study was conducted with a relatively
small sample of 42 students from a
single institution, which may limit the
generalizability of the findings. Additionally,
the short duration of the intervention and
the reliance on self-reported data may not
fully capture long-term changes in reading
behavior. Future research could address
these limitations by employing larger
and more diverse samples, extending the
instructional period, and incorporating
longitudinal designs to explore the
sustained effects of strategy instruction.
Further studies might also investigate how
strategy training interacts with other skills,
such as writing or vocabulary learning, or
how digital reading environments influence
strategic reading behaviors.
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The study assessed greenhouse gas (GHG) emissions from a 3,600-pig farm in
Lien Minh commune, Ninh Binh province, using IPCC (2006) guidelines. The farm
uses industrial feed and treats waste with a biogas system and composting. Results
showed total emissions of 706.1 tons CO,e/year, with CH, making up over 95 % due
to anaerobic digestion. N,O emissions came mainly from using post-biogas waste for
irrigation or composting. Key emission factors included biogas recovery efficiency,
waste treatment methods, and farm management practices.
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1. Introduction

In recent years, climate change has
become one of the most serious and urgent
environmental problems facing the world.
In response to this global challenge, the
international community has made many
efforts to reduce greenhouse gas emissions
- the main cause of global warming.
International agreements and commitments
such as the Paris Agreement, recent COP
Conferences (especially COP29) have
continuously emphasized the responsibility
of each country in controlling emissions,
aiming for sustainable development and

green growth.
has

Vietnam shown  strong

commitment to reducing greenhouse gas
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emissions and addressing climate change.
Agriculture - particularly the livestock
sector - remains a high-emission area with
limited regulatory control. Large-scale pig
farming contributes significantly to GHG
emissions through enteric fermentation
(CH,), waste management (CH, and
N,O), energy use, and other auxiliary
activities. Methane has 25 times the heat-
trapping potential of CO,, while N,O is
298 times stronger [5]. Without proper
management, emissions from livestock
can significantly worsen climate change.

According to Steinfeld et al. (2006),
livestock production accounts for about
18 % of global GHG emissions, mainly
from enteric CH4, CHs and N2O from



manure, and N2O from soils [16].
Lesschen et al. (2011) analyzed GHG
emissions from livestock in the EU-27,
finding the dairy and beef sectors as the
largest emitters, with enteric fermentation
and soil N2O as major sources [15]. In
Australia, the pork industry, contributing
only 0.4 % of national emissions, aims
for carbon neutrality by 2025 through
technologies like biogas capture, reducing
CHa4 by up to 80 % (APL, 2024) [8]. Bojie
et al. also projected a potential reduction
of 28.77 million tons COze by 2030 with
sustainable livestock practices [9].

International studies have assessed
greenhouse gas (GHG) emissions from pig
farming from many perspectives, such as
activities: food digestion, waste treatment,
animal feed production,...
most international studies mainly use
emission factors specific to temperate
climate conditions, modern facilities, and
large-scale industrial farming. This study
applies the emission factor issued by the
Ministry of Agriculture and Environment
(formerly Ministry of Natural Resources
and Environment) (according to Decision
2626/QD-BTNMT in 2022) to calculate
greenhouse gas emissions for a specific
farm in Ninh Binh, ensuring suitability
with tropical conditions, small and
medium-sized farms, and local farming
practices.

However,

According to the Vietnam Livestock
Association, the country has about 25.549
million pigs, including 3 million sows,
ranking 5" globally in herd size and 6" in
pork output. Pig feed production reaches
11 million tons annually, accounting
for 56 % of the total animal feed sector
[7]. Under Decree No. 06/2022/ND-

CP, facilities emitting over 3,000 tons
of CO:2 or 65,000 tons of waste per year
must conduct GHG inventories [2]. Lien
Minh commune (Ninh Binh) is a key pig
farming area, especially for large-scale
farms. In light of climate change and the
need for sustainable livestock practices,
this study assesses GHG emissions from
a 3,600-pig farm, identifies key emission
factors, and proposes mitigation solutions
to support emission reduction goals in
agriculture.

2. Methodology

2.1. Data collection and field survey
methods

Secondary data collection method:
This study selectively inherits and
utilizes secondary data from previously
published research, reports, and official
documents related to the study area,
including: documents, thematic reports,
databases of the Ministry of Agriculture
and Environment, FAO, IPCC 2006 and
relevant decisions and circulars, such as
Decision 2626/QD-BTNMT in 2022 on
greenhouse gas emission coefficients for
livestock farming.

Field survey method: The research team
conducted three surveys in the same year:

Phase 1 from 5 to 6 January
2025: Conduct field observations and
gather data on the scale of operations,
livestock production models, and waste
management practices.

Phase 2 from 9 to 11 March 2025:
Include additional data on the quantities
of feed, electricity, and water consumed,
as well as the amount of waste produced.

Phase 3: from 16 to 20 April 2025:
Gather opinions from the Commune
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People’s Committee, relevant departments
such as the Department of Agriculture
and the Department of Natural Resources
and Environment, as well as from local
community members.

2.2. Greenhouse gas
calculation methodology

2.2.1 Estimating ~ greenhouse
gas emissions from livestock waste
management

emission

a. Calculation method
- Methane (CH+) emissions:

Methane emissions generated during
livestock waste storage and treatment are
estimated using the Tier 2 method. This
method incorporates  country-specific
methane conversion factors (MCF), Bo
(maximum methane production capacity),
volatile solids (VS) excretion rates per
day, and the proportion of each manure
management system (MMS). The emission
factors are adopted from the Ministry of
Agriculture and Environment official list
(Decision No. 2626/QD-BTNMT, dated
October 10, 2022). Activity data are
collected from the General Statistics Office
and relevant central and local agencies.

Methane emissions from manure
management are calculated using the
following formula:

CHs ... =N, * EF

manure

CHa__: CHa4 emissions (Gg CHa/year)

manure”

x 107®

Manure

T: Animal type/category
Np: Animal population of category T (head)

EF : Emission factor for CH4 from

Manure

manure management (kg CHa/head/year)

Source: 2006 IPCC Guidelines, Volume 4,
Chapter 10: Emissions from Livestock and
Manure Management
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- Direct nitrous oxide (N20) emissions:

Direct N>O emissions occur through
nitrification and denitrification processes
involving nitrogen in livestock waste.
These emissions depend on nitrogen and
carbon content in the manure, storage
duration, and treatment system. The
emissions are calculated using emission
factors provided by the Ministry of
Agriculture and Environment in Decision
No. 2626/QDb-BTNMT (2022). Activity
data are obtained from the General
Statistics Office and relevant agencies.

The calculation formula for direct
N:20 emissions from manure management:
N20 = [ZS {ET (NT x Nex; x MS )} %

EFManure(S)] X (44/28) x 1073

N,O: Nitrous oxide emissions (tons N2O/
year)

S: Manure management system

T: Livestock type

Nex,: Annual nitrogen excretion per head

(kg N/head/year)
EF, s Direct N20O-N emission factor
(kg N2O - N/kg N)

MS . : Fraction of total annual nitrogen

managed under MMS

44/28: Conversion factor from N.O - N
to N2O

Source: 2006 IPCC Guidelines, Volume 4,
Chapter 10: Emissions from Livestock and
Manure Management

- Indirect nitrous oxide (N:0)

emissions:

Indirect N2O emissions result from
nitrogen volatilization, mainly in the
form of ammonia (NHs) and nitrogen
oxides (NOx). The proportion of
excreted organic nitrogen mineralized



to ammonia during manure collection
and storage depends primarily on time
and temperature. Tier 1 methodology is
applied to estimate volatilized nitrogen
using default values for nitrogen loss
rates (Table 10.22, IPCC 2006).

The calculation for indirect N.O
emissions is as follows:

NzO(Gmm) = (Nvolatilization - MMS x
EF4) x (44/28) x 1073
N.O

O Indirect N:O emissions due to
volatilization from manure management (tons)

volatilization - vvis - 1Nitrogen lost through NHs
and NOy volatilization (kg N/year)

EF, : Emission factor for N2O emissions
from nitrogen deposition (kg N2O - N/kg
volatilized N)

Source: 2006 IPCC Guidelines, Volume 4,

Chapter 11: N:O emissions _from managed

soils and CO: emissions from lime and urea

application

Nitrogen loss from volatilization 1is
calculated using:

x Nex, .. X

volatilization - MMS z:s [ZT[( N(T) (T
MS ;) * (Frac x 102)

: Nitrogen lost through NHs

volatilization - MMS*

and NOx volatilization (kg N/year)
S: Manure management system (MMS)

GasMS (T,S)]]

T: Type of livestock
Nip: Number of animals of type T (head)
Nex : Annual nitrogen excretion per
head of livestock T (kg N/head/year)

MS Fraction of annual nitrogen for
each livestock type managed under MMS

Frac_ .  Percentage of nitrogen
volatilized as NHs and NOy in MMS for
livestock type T (%)

Source: 2006 IPCC Guidelines, Volume 4, Chapter
11: N:O emissions from managed soils and CO:
emissions from lime and urea application

- Annual Average Nitrogen Excretion
per Head (Nex (T)):

The value of Nex ; is calculated using
Equation 10.30 (page 10.57, Chapter 10,

IPCC 2006 Guidelines) as follows:
Nex ;= Nrate ;, x TAM,, x 103 x 365

Nex ,: Annual nitrogen excretion per
head of livestock T (kg N/head/year)

Nrate(T):
kg N per 1000 kg live weight per day
(Table 10.19, page 10.59, Chapter 10,

2006 IPCC Guidelines)

TAM,;,: Typical live weight of animal

type T (kg/head)
b. Activity data
Table 1. Number of pigs raised at the farm

Default nitrogen excretion rate,

Livestock Type Quantity (head)
Breeding sows 600
Fattening pigs 3,000

Source: Bach Phuong Production, Trading, and
Service Joint Stock Company

For the calculation of N2O emissions,
the activity data refers to the amount of
nitrogen (N) managed by each manure
management system (MMS) for each
livestock category. This data is estimated
based on the number of animals in
the specific climate region (N(T)), the
average annual nitrogen excretion per
animal (Nex ), and the proportion of
total nitrogen excretion per livestock type
managed under each MMS in that climate
zone (MS ;).

According to Table 1, the studied
farm raises 600 breeding sows and 3,000
fattening pigs. This distribution plays an
important role in determining the total
nitrogen excretion (N(T)) and methane
(CHa4) emissions from two main sources:
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the manure management system and
enteric fermentation.

According to the 2006 IPCC
Guidelines, accurate estimation of
greenhouse gas emissions requires

categorizing regions based on climatic
conditions, as vary
significantly with temperature. In the
subcategory ‘“Manure Management”, the
IPCC 2006 classifies climate zones into
three categories based on average annual
temperature: Below 15 °C, from 15 to
25 °C, and above 25 °C. Therefore, Lien
Minh commune is classified as belonging

emission levels

to the 15 - 25 °C climate zone. The annual
average nitrogen excretion per head
(Nex(T)) is calculated based on Equation
10.30, page 10.57, Chapter 10 of the 2006
IPCC Guidelines.

According to Table 10.19 (page 10.59)
of the same chapter, the default nitrogen
excretion rate (Nrate) for pigs is 0.42 kg N
per 1,000 kg body weight per day.

Based on data from the Department
of Livestock Production and Animal
Health (under the Ministry of Agriculture
and Environment), the typical live weight
(TAM) for pigs is 85 kg/head.

Table 2. Manure management system distribution by climate zone (MS)

Corresponding treatment method (per IPCC 2006)
Total Composting Aerobic Apaer(?bic Det?p litt.er be'dding Pasture; and
treatment | digestion (biological litter) grazing
Percentage (%)
100 | 20 | 5 ] 55 | 15 | 5

According to Table 2, the annual manure management system distribution ratio
(MS(T, S)) for each livestock type is derived from data provided by the Department
of Livestock Production and Animal Health. Since there is no specific data on manure
management system shares by livestock type, the same MS values are applied uniformly
across all livestock categories.

Table 3. FracGasMS Values

Manure management system FracGasMS (% of N excreted as NHs + NOx)
Liquid manure/slurry (uncovered) 40 %
Composting (aerobic) 20 %
Anaerobic lagoon 30%
Deep litter bedding 15 %
Daily spreading 0%

Source: 2006 IPCC Guidelines, Volume 4, Chapter 10;
2019 IPCC Refinement, Volume 4, Chapter 10 [12, 13]

To calculate indirect N2O emissions
from manure management activities, it is
necessary to apply the FracGasMS factor
as shown in Table 3. This represents the
percentage of nitrogen that volatilizes
as NHs and NO, from different manure
management systems. For instance, in
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liquid manure systems, the volatilization
rate can reach up to 40 %, while in deep
litter systems it is around 15 %. These
values serve as essential input parameters
to estimate the amount of N-O generated
after NHs and NOy are deposited and
transformed in the environment.



Table 4. Default values for EF4

IPC.C EF4 Default value
Version

2006 | 0.01 kg N2O-N/kg NHs-N va NO,-N

2019 |0.01 kg N2O-N/kg NH3-N va NO-N

According to Table 4, the emission
factor EF4 is used to convert the amount of
volatilized nitrogen into the corresponding
amount of indirect N2O emissions. Both
the 2006 IPCC Guidelines and the updated
2019 version apply a default value of 0.01
kg N2O-N per kg of volatilized nitrogen
(NHs and NOx). This factor is employed
under the Tier 1 methodology to ensure
consistency in greenhouse gas inventory
calculations.

c¢. Emission factors

The emission factors applied for
each livestock type follow the official
list of greenhouse gas emission factors
issued by the Ministry of Agriculture and
Environment under Decision No. 2626/
QDb-BTNMT, dated October 10, 2022.

2.2.2. Estimating greenhouse gas
emissions from Enteric Fermentation

a. Calculation method

Methane (CHs) emissions from
enteric fermentation are estimated using
the Tier 2 methodology, following
Equations 10.19 and 10.20 in Chapter 10,
page 10.28 of the 2006 IPCC Guidelines
for National Greenhouse Gas Inventories.

The emission factor applied follows
the official list of emission factors
issued by the Ministry of Agriculture
and Environment under Decision No.
2626/QD-BTNMT, dated October 10,
2022. Activity data were collected from
the General Statistics Office and other
relevant central and local agencies.

The methane emissions from enteric
fermentation are calculated using the
formula:

CH.
CH, .. ... Methane emissions from
nterric

enteric fermentation (Gg CH,/year)

=N, xEF, . x10°

Enteric Enteric

T: Animal type/category

Ny, Number of animals in category
T (head)
EF : Emission factor for enteric

Enterric®

fermentation (kg CH,/head/year)

(Source: 2006 IPCC Guidelines, Volume 4,
Chapter 10: Emissions from Livestock and
Manure Management)

b. Emission factor

The emission factor for each livestock
category is based on the official list of
emission factors issued by the Ministry of
Agriculture and Environment in Decision
No. 2626/QD-BTNMT (2022).

Specifically: For pigs, the emission
factor for enteric fermentation is:

EF = 1.0 kg CHa/head/year.

Eenteric
2.3. Methods of testing the reliability
of results

The reliability of the results is
evaluated through statistical indicators
such as the R? determinant and the NSI
model efficiency index (according to the
guidelines of Krause and Nash-Sutcliffe)
[14], with the R? threshold, NSI > 0.5
considered acceptable.

2.4. Methods of data analysis and
processing

The method of data analysis and
processing is carried out through the steps
of synthesizing, processing, and building
the collected data into a system of tables
and charts, helping to analyze and
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evaluate the research problem clearly. The
averages are represented through graphs,
created using Microsoft Word and Excel
software on a computer, which helps to
visualize the results of the analysis.

3. Research results

3.1. [Identification of emission
sources from pig farming activities

3.1.1. Direct emissions from livestock
waste management

a) Emissions from biogas bunkers

Pig manure will be collected by
workers from the barn, of which 80 %
is taken to press the manure, and the
remaining manure is mixed with the
barn’s sanitary water (20 % of the pig
manure is 891 kg/day) to the biogas cellar.
In addition, water from the manure press
is 1,068 kg/day, which also flows into the
biogas system.

So the amount of pig manure into the
Biogas cellar is: Manure = 891 + 1,068 =
1,959 kg/day.

Assuming that the amount of gas
produced and the composition of CH,
formed from the biogas process is

maximum: 60 liters/1kg of manure (of
which the amount of CH, is 60%).

The calculation period is 45 days.
CH, gas produced per day: Gas = 60 x Mn
x 10%=60 % 1,959 x 103 =117.54 m*/day

CH, emissions per day: V', = 0.6 x
V. = 0.6 x 117.54 = 70,524 m’/day

Amount of CH, gas produced in 45
days: V¥, = 70.524 x 45=3,173.58 m’

The amount of CO, produced per day
is about 30 % respectively: V! = 0.3 x

Cco2

V!, = 0.3 x 117.54 = 35262 m/day
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The amount of CO, produced in 45
days: V¥, =35,262 x 45 =1,585.79 m’
(choose the storage time of the biogas
cellar is 45 days).

Assuming that the amount of gas
produced and the H,S component formed
from the biogas process is maximum: 60
liters/1kg of manure, of which the amount
of H,S is 0 - 2 % (choose 1.5 %). The
calculation period is 45 days.

The amount of H,S gas produced
per day: V' .= 0.015 x Vlgas =0.015 x
117.54 = 1.76 m*/day.

The amount of H,S gas produced
in 45 days: V¥ = 1.76 x 45= 79.2 m’
(choose the storage time of the biogas
tank is 45 days).

The main components of Biogas are
CH, (58 to 60 %) and CO, (> 30 %); The
rest are other substances such as N, O,
H,S, and CO. H,S gas can corrode the
parts in the engine, its product is SOX,
which is also a toxic gas.

All biogas generated is used for
cooking and incinerating pig carcasses.
However, this process releases significant
amounts of CO: and CHs into the
atmosphere, potentially impacting the
Therefore, incineration
comply with environmental
regulations. The use of biogas digester
technology helps mitigate soil, water,
and air pollution, reduce GHG emissions,
control disease, and protect public health.

environment.
must

The development of livestock in
association with the construction of biogas
tunnels at livestock farms is a multi-utility
solution, not only bringing immediate
benefits but also supporting the long-term
sustainability of the livestock industry.



b) Odors and gases from wastewater
treatment areas

The operation of the farm wastewater
treatment system will generate odorous
exhaust gases (NH,, H,S,...) from the waste
decomposition process. The wastewater
treatment area will be located behind
the camp area, far from the workers’
houses, surrounded by trees planted at the
isolation distance, so the impact of these
waste sources on the quality of the project
environment and the health of workers at
the farm is not significant.

¢) Odors and gases from the livestock
area

During the operation period, the odor
arises mainly from the livestock barn area,
from the exhaust fan, the pig feed storage
area, and the manure storage area,...

Main sources: The decomposition
process of manure and the decomposition
of urea in urine in pigsty areas, at manure
and wastewater collection pits. Anaerobic
decomposition of pig waste at the biogas
tank in the wastewater treatment area.

The sewer ditch system collects
wastewater in the centralized treatment
area. Storage area, feed loading area into
silos, and from the decomposition process
of spilled food. The smell of veterinary
drugs, antiseptics, barn cleaning, and pig
feed. The offensive odors from the pig
carcass destruction cellar. The smell from
the barn area is emitted by pig feces and
urine. The smell behind the fan is drawn
from the pig barns.

d) Odor from the pig carcass disposal
area

Pigs that die not due to epidemics at
the farm will be treated by an inorganic
method by decomposing at the carcass

disposal area. The rate and time of
decomposition depend on environmental
factors such as temperature, humidity, and
the amount of oxygen in the soil,... Due to
the decay process, there is a decay stage,
which is the cause of the odor during the
decomposition process.

3.1.2. Indirect emissions
farming activities

in pig

a) Dust and exhaust gases from
backup generators

During the power outage, the farm
uses 1 backup generator with a capacity
of 450 kVA/unit, using DO oil.

Backup generators only work when
the area’s power grid experiences a power
outage. The fuel used for the generator is
DO oil. To calculate the pollution level of
the generator, the pollution factor can be
used as follows:

Emissions  arising  from  oil
combustion DUE to the operation of
backup generators. DO oil, when burned,
will produce gases such as: CO, SO,,
NOx, VOC, and dust.

According to the standards of
generator manufacturers, for DO oil
generators, 210g of oil is needed to
produce 1 kW. Therefore, 1 generator of
the project has a capacity of 450 kVA x 0.8
=360 kW (conversion factor of IkW=0.8
kVA). Therefore, for 1 generator, about
360 x 210 = 43.2 kg of oil (equivalent to
43.2/0.87 = 49.66 kg/hour. According to
the Institute of Tropical Engineering and
Environmental Protection of Ho Chi Minh
city, the actual emissions when burning 1
kg of DO oil at standard conditions are
about 22 - 24 m’/kg.

Flow Q = 49.66 kg/hr x 24 m’/kg =
1,191 m*/hr = 0.33 m?/s.
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Table 5. Pollution coefficient due to substances
in the DO oil exhaust of the generator

STT | Pollutants Pollution coefficient (kg of
pollutants/ton)
1 Dust 0.71
2 SO, 20x S
3 NO 9.62
4 CO 2.19
5 VOC 0.791

Source: World Health Organization, 1993

Note S: Sulphur content in 0il DO = 0.05 %
(Source from Petrolimex, 2014).

The load and concentration of
pollution coefficients of substances in DO
oil combustion exhaust gas are presented
in the following Table 5.

Calculation ofload and concentration:
Based on fuel consumption norms and
pollution coefficients (Table 6)

Table 6. Concentration of pollutants in oil-fired emissions DUE to the operation of backup
generators during operation

STT | Pollutants | Load (kg/hour) C‘?‘g;ﬁﬁgon QCVﬁplf'f;"l‘?v’ET&“fnT;g;?,‘;?;“ B

1 Dust 0.2343 6.2 120

2 SO, 0.0033 0.08 300

3 NO 3.2746 84.2 510

4 CO 0.7227 19.1 600

5 VOC 0.26103 6.9 -

Observe: about 6.8 tons of pig feed per day

With the current sulfur content of
0.05 % in DO oil, the exhaust gas
components of the generator have
concentrations that meet the permissible
standards QCVN  19:2009/BTNMT
(column B; Kp =1; Kv=1.2).

On the other hand, backup generators
only run when the national grid has a
power outage. Therefore, the use of this
generator is not frequent, the running time
of each generator is not long, and with
the current capacity and operating time
of the generator, the pollution load is not
large. Therefore, the effect of pollutants
due to the operation of generators on the
environment is negligible.

b) Dust generated from the process
of importing livestock raw materials

During raw material import, bran
dust is generated. The farm consumes
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(2,500 tons/year + 365 days). Feed is
imported every three days, with each
delivery totaling 20.4 tons. To prepare
for delays, the farm stores 20.4 tons of
feed (approximately 410 bags at 50 kg
each), enough for three days. Specialized
trolleys and forklifts are provided to
assist workers in transporting the feed
bags efficiently.

On average, each 50 kg feed bag
generates approximately 0.5 mg of dust
during transfer to the silo. With 410 bags
per import, the total dust generated is
about 205 mg. Given a warehouse area
of 250 m? and an affected height of 4
meters, the daily dust concentration is
estimated at 0.2 mg/m?. This level is well
below the permissible limit of 8 mg/m?
set by QCVN 02:2019/BYT for indoor
air quality.



Dust generated during the feeding
process can affect both livestock and
workers, impacting  the
respiratory system, as well as the eyes
and skin. Dust can also carry pathogens,
endotoxins, and absorb toxic gases and
chemicals, posing additional health risks.
Although calculated dust concentrations
remain within permissible limits, the
farm implements additional measures to
further minimize these impacts.

primarily

¢) Demand for use of veterinary
drugs and vaccines

Veterinary drugs and vaccines in
livestock play a very important role in
ensuring the safety of breeds. The list of
veterinary drugs used must comply with the
regulations on the list promulgated by the
Ministry of Agriculture and Environment.
The norms of demand for vaccines for pigs
at farms are as follows (Tables 7, 8).

Table 7. Demand for veterinary drugs and vaccines in the livestock stage

STT Drug name, vaccine Norms ( d(\)]s(:flsl;;ilr)
1 |Foot-and-mouth disease vaccine (2 ml/dose) 01 dose/child 3,600
2 | Vaccine against pasteurellosis (1 ml/dose) 01 dose/child 3,600
3 | Typhoid vaccine (2 ml/dose) 01 dose/child 3,600
4 | Cholera vaccine (1 ml/dose) 01 dose/child 3,600
5 | Vaccine against diarrhea (1 ml/dose) 01 dose/child 3,600
6 | Gastrointestinal and respiratory infections (1 ml/10 kg) 01 dose/child 3,600
7 | Lottery pills 01 dose/child 3,600
8 |Medications to support pigs with health problems 01 dose/child 3,600
9 | Medications to support when pigs show signs of eating disorders | 01 dose/child 3,600

Table 8. Demand for antiseptics and chemicals
STT Raw materials, chemicals Unit Quantity (tons/year)
1 |Omicide Tons/year 2.9
2 |Lime Powder Tons/year 227.5
3 |Formol 2 % Tons/year 1.6
4 | EM Deodorant Tons/year 2.9
5 |NaOH Tons/year 2.9
6  |Price 10% Tons/year 40
7 | Phlymer Tons/year 30
8 |PAC Tons/year 30
Sum 337.80

Source: Bach Phuong Production, Trade and Service Joint Stock Company

The use of antiseptic drugs is broad-
spectrum bactericidal against viruses,
germs, germ spores, mycoplasma, molds
that cause diseases: swine fever, blue
ear disease virus (PRRS), viral diarrhea,
T.G.E, Aujeszky, Parvo’s disease,...

d) Disinfection system

The farm arranges Ol
disinfectant sprayer before the vehicles
transport the seeds to the places of product
consumption with the disinfectant solution
in accordance with the manufacturer’s
proportional instructions.

vehicle
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- Staff and visitors must carry out - Clearing bushes, not allowing water
disinfection measures using the bathing- to stagnate for a long time; periodically
disinfection-changing line in the farm’s clean the sewer system once a month with
veterinary toilet before entering the barn.  disinfectants to limit flies and mosquitoes.

3.2. Calculation of greenhouse gas emissions from Pig farming activities at
the farm

3.2.1. Direct emissions from Pig farming activities
a. Direct emissions from manure management
- Methane (CH.+) emissions:

The total CHa emissions from manure management at Bach Phuong production,
Trading and Service Joint Stock Company’s pig farm are 0.0036 Gg CHa4/year, broken
down as follows:

Breeding sows Fattening pigs
EF, .. 1.0 kg CH,/head/year 1.0 kg CH,/head/year
CH, Emissions Caleulation 600 x 1.0 5}13;;?.0006 Gg| 3,000 x 1.% ;1 Al/g,;a r= 0.003 Gg
CH, Emissions 0.0036 Gg CH /year
- Direct Nitrous Oxide (N:0) Emissions:
Step 1: Calculate Annual Nitrogen Excretion (Nexm):
Breeding sows Fattening pigs

Nrate , (1000 kg/day) 0.42 0.42

TAM, ;) (kg/head) 150 70

Nex, (kg N/head/year) 22.995 10.731

Step 2: Total Nitrogen by Manure Management System:

Composting (20 %) Biogas (55 %)

Breeding sows | 600 x 22.995 x 0.2 = 2,759.4 kg N/year | 600 x 22.995 x 0.55 = 7,588.35 kg N/year

Fattening pigs | 3,000 x 10.731x 0.2 = 6,438.6 kg N/year | 3,000 x 10.731 x 0.55 = 17,706.15 kg N/year

Total Nitrogen | 2,759.4 + 6,438.6 = 9,198 kg N/year | 7,588.35 + 17,706.15 = 25,294.5 kg N/year

Step 3: Calculate N.O Emissions + TotalN,O-N=252945kgN,O - Niyear

from Composting System + Conversion to N,O: 252.945 x

T EF, 0 (8) =0.01 kg N.O - NkgN - (44/28) x 10 = 0.397 tons N,O/year

+ Composting system: 25,294.5 x
0.01 =252.945 kg N,O - N/year

+ Biogas system: EFManure (S) = 0
kg N,O - Nkg N (lower due to anaerobic
treatment) — 25,294.5 x 0=0kg N>O - N/year

Total N.O emissions from manure

management: 0.397 tons N>O/year
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b. Direct emissions from Enteric Fermentation

- Methane (CH.+) emissions from enteric fermentation:

Breeding sows Fattening pigs
Population N 600 3,000
Emission Factor (EFEnteric 10 10
(Kg CH /head/year) ' '
6 _ -6 —

CH Emissions 600 x 1.0 x 10°=0.0006 Gg [3.000 x 1.0 x 10¢=0.003 Gg

4 CH,/year CH,/year
Total 0,0036 CH /year

- Total greenhouse gas emissions
(Expressed in CO: equivalent):

Based on the IPCC (2014) [11]
methodology, the Global Warming
Potential (GWP) is used to convert all
greenhouse gases to CO: equivalent
(CO2e). According to the 100-year GWP
values: CH, = 28, N,O = 265. The total
GHG emissions are calculated using
the formula: GWP = CH4 emissions X
28 + N20 emissions x 265. Calculation
results indicate the total COze emissions
from enteric fermentation and manure
management are as follows:

Methane (CH+y, GWP = 28):

From manure: 0.0036 Gg x 28 =
0.1008 Gg = 100.8 tons CO:e/year

From enteric fermentation: 0.0036 Gg
x 28 =0.1008 Gg = 100.8 tons CO.e/year

Total CHa4 emissions: 100.8 + 100.8
=201.6 tons COz¢/year

Nitrous Oxide (N:O, GWP = 265):

From manure: 0.397 tons X 265 =
105.205 tons COae/year

Total greenhouse gas emissions:
201.6 (CHa4) + 105.205 (N20) = 306.805
tons CO:e/year

3.2.2. Indirect emissions from Pig farming activities

Calculation of Indirect N:O Emissions from manure management

- Estimate Volatilized Nitrogen (Nvolatilization - MMS)

Composting (FracGasMS = 20 %)

Biogas (FracGasMS = 55 %)

Breeding Sows

5.5188 kgN/year

22.766 kgN/year

Fattening Pigs 12.8772 kgN/year 53.118 kgN/year

- Calculate Indirect N:O Emissions
Manure Management System Emissions (Gg N,0) Emissions (Gg CO,,,)
Composting system 0.000289 0.077
Anaerobic digestion system 0.0012 0.318
Total 0.0015 0.395

Result: The total direct greenhouse gas emissions from 3,600 pigs in Lien Minh
commune in 2024 were 306.805 tons COze/year, and the total indirect N-O emissions
were 0.0015 Gg N:0, equivalent to 0.395 Gg CO:e.
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3.2.3.  Total Greenhouse
emissions from Pig farming activities

gas

The total greenhouse gas emissions
from pig farming activities at Bach
Phuong Production, Trading and Service
Joint Stock Company were calculated

based on the following main emission
sources: Enteric fermentation, Manure
management, and Energy consumption
(biogas, backup generator, and electricity)
(Table 9 and Figure 1).

Table 9. Summary of greenhouse gas emissions from Pig farming activities at the farm

COqe Emissions in
No. Emission source Gas type | Emissions | Unit | conversion | CO:e (tons/
factor year)
1 | Enteric fermentation CH, 0.0036 Gg 28 100.8
2 | Manure management - breeding sows | CHa 0.0006 Gg 28 16.8
3 |Manure management - fattening pigs | CHa 0.003 Gg 28 84.0
Total CHa 0.0072 Gg 201.6
4 | Direct N2O from manure N0 0.397 tons 265 105.2
5 Indirect N2O - from the composting N,O 0000289 | Ge 265 770
system
6 | Indirect N2O - from biogas system N0 0.0012 Gg 265 318.0
Total indirect N.O 0.0015 Gg 395.0
7 | Electricity consumption (indirect) CO: 5,100 | kWh 0.845 ke 43
’ CO2/kWh
8 |Backup generator (estimated) C%é\] CO » - - - Negligible
Total direct emissions 306.8
Total indirect emissions 399.3
Total GHG emissions (CO:e) 706.1
Remarks: - Emissions from electricity

- Methane (CH4) and nitrous oxide
(N20) emissions from enteric fermentation
and manure management are the main
sources, accounting for approximately
70 - 80 % of total emissions.

- Indirect emissions from biogas
digestion and composting also represent

a significant share, contributing around
56 % of the total.
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consumption and backup generators are
relatively small but are still monitored as
part of CO2 reduction efforts.

- Therefore, the total greenhouse gas
emissions of the farm are approximately
706.1 tons COze per year, indicating a
high emission intensity and the need for
effective mitigation measures.
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Figure 1: CO: Equivalent Emissions (tons/year)

As illustrated in Figure 1, the largest
source of greenhouse gas emissions on
the farm is indirect N-O emissions from
biogas treatment, contributing nearly 320
tons CO:ze per year. This reflects the high
proportion of manure managed through
anaerobic digestion systems, which, if not
properly operated, can result in significant
methane leakage and nitrogen losses.

Enteric fermentation and direct N>O
emissions from manure management
(especially from breeding sows) also account
for substantial shares, approximately 100
tons COze each. Meanwhile, indirect
emissions from composting, as well as
emissions from electricity consumption
and backup generators, contribute relatively
small amounts.

Overall, the figure highlights the
dominance of manure-related emissions
in the farm’s total GHG profile, suggesting
that mitigation efforts should prioritize
improving manure treatment technologies
- particularly biogas system maintenance
and nitrogen loss control.

4. Conclusion

Research results show that manure
management is the main source of GHG

emissions, accounting for 70 - 80 %
of the farm’s total emissions. Mecthane
emissions from manure reached 0.0036
Gg/year (100.8 tCOqe/year), while N-O
emissions were 0.397 tons/year (105.2
tCOze/year). In comparison, enteric
fermentation contributed 100.8 tCO2e/
year (CHa4). These findings emphasize the
importance of effective manure treatment
in reducing emissions. Enhancing manure
management and energy efficiency
can significantly lower GHG outputs.
This study provides scientific evidence
to support GHG inventory efforts and
inform mitigation strategies in large-scale
pig farming.

It is recommended to establish a
continuous GHG monitoring system,
develop a localized emissions database,
improve the legal framework for GHG
inventory, and expand survey coverage
to support the goal of achieving net-zero
emissions by 2050.
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Abstract

This study aimed to investigate the spatial-temporal variation and interaction of
ambient PM:.s and PM.o in the Northern Key Economic Region of Vietnam, specifically
in Hai Phong, Hung Yen, and Quang Ninh provinces. In July and October 2025, two
24-hour sample campaigns were held at traffic, residential, and background sites.
PM,, and PM, ;were collected during two campaigns in 2025 following the US EPA
gravimetric reference methods (40 CFR Part 50, Appendix L and J). For PM..s, the
average concentrations were between 15.6 and 59.2 ug/m> and for PM, they were
between 26.7 and 105.9 ug/m?. Both of these values were higher than the WHO (2021)
24-hour limit. The concentrations consistently followed the order traffic > residential
> background. The PM:.5/PMio ratio (0.52 - 0.71) showed that fine particles from
combustion and traffic were the most common, and a significant connection (r = (.9,
p < 2.2e - 16) showed that the emissions came from the same places. These findings
reveal persistent particulate pollution across northern Vietnam and emphasize the
combined influence of anthropogenic activities and meteorological conditions. The
study provides essential evidence for developing targeted air quality management and
emission control policies under monsoonal climate conditions in Southeast Asia.
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(PM2.5) and coarse particles with an
aerodynamic diameter of 10 pm or less
(PMio) are well-known signs of air quality
and the risk of human exposure [1].

1. Introduction

One of the biggest problems for
the environment and public health in

developing countries, especially in

Southeast Asia and Vietnam, is air
pollution from suspended particulate
matter (PM). Fine particles with an

aerodynamic diameter of 2.5 um or less

Rapid industrialization, population
expansion, and rising energy use have led
to continuously high levels of airborne
particles across Southeast Asia [2, 3].
Exposure to PM2.s and PM.o is associated

181



with a variety of bad health effects, such
as cancer, heart and lung disorders, and
early death [4]. Fine particulate matter
has effects on climate as well as health. It
does this through radiative forcing, cloud
condensation nuclei, and atmospheric
chemistry, which change both visibility
and the balance of temperatures in a
region [5].

The World Health Organization
(WHO) wupdated its worldwide Air
Quality Guidelines in 2021 in response
to growing worldwide concern. The new
limits for PMa.s and PMio were 15 pg/m?
and 45 png/m?, respectively, to show that
there is no safe level of exposure (WHO,
2021). But most cities in Southeast Asia,
especially those in Vietnam, still have
levels that are much higher than these
limits [6 - 8]. Recent evaluations using
satellites and ground measurements show
that the average annual PMa.s levels in
northern Vietnam are between 30 and 60
pug/m?, which is two to four times higher
than the WHO limit [6]

Many studies
particulate pollution
Southern  Vietnam. However, the
Northern Key Economic  Region
(NKER), which includes Hai Phong,
Hung Yen, and Quang Ninh remains
unexplored in a systematic manner [7,
9 - 11]PM10, and PM2.5. This area has
a lot of industrial, urban, and coastal
effects on each other, but there aren’t
any integrated spatio-temporal studies
of PM..s and PMio. Moreover, there
exists a scarcity of quantitative datasets
concerning the PMz.s/PMio ratio or the
intercorrelation between these fractions,
despite their significance as markers of
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have analyzed

in Hanoi and

emission characteristics and atmospheric
processes [11, 12]. Studies in various
Asian cities, such as Delhi, Guangzhou,
and Kuala Lumpur, demonstrate
significant variability in the PMo.s/
PMio ratio, influenced by location and
season, suggesting a mixture of sources
including traffic, combustion, and
resuspended dust [13, 14]. Nevertheless,
analogous integrated studies for Vietnam
remain constrained in breadth and
spatial coverage, impeding a thorough
comprehension of emission
and regional transport dynamics within
monsoonal climate conditions.

sources

This study aims to investigate the
spatial and temporal variation of PMz.s and
PMio concentrations and their correlation
in three provinces representing the NKER
to identify pollution characteristics and
implications for air quality management.

2. Methodology
2.1. Study area

The research was conducted in
NKER, a region of Vietnam that includes
three representative provinces: Hai Phong,
Hung Yen, and Quang Ninh, exemplifying
coastal-industrial, inland-residential,
and mining-energy environments,
respectively. Samples were collected in
two batches: the first batch was in July,
which represents summer, and October,
which represents autumn. Marine air
masses affect Hai Phong, an industrial
port city. Hung Yen, an interior province,
primarily concentrates on agriculture and
residential areas. Quang Ninh is mostly
coal mining and power generation. These
provinces make up the main industrial
emission belt in northern Vietnam.



2.2. Sampling

Ambient particulate matter samples,
including PM2.s and PM.o, were collected
following the United States Environmental
Protection Agency (US EPA) reference
methods described in 40 CFR Part 50,
Appendix L (for PM2.5) and Appendix J
(for PMio). Each 24-hour sampling was
conducted at a constant flow rate under
standardized conditions to ensure data
comparability and quality assurance. For
PMio, ambient air was drawn through
an inertial impactor inlet that selectively
captured particles <10 um on pre-weighed
filters. For PM..s, a WINS impactor or
VSCC system collected particles < 2.5
um on PTFE (Teflon) filters at a flow rate
of 16.67 L/min. Filters were conditioned
(15 - 30 °C; RH 20 - 45 %) and weighed
before and after sampling to determine
net particle mass. Concentrations (pg/
m?) were calculated from the mass gain
divided by the sampled air volume,
corrected to standard conditions.

2.3. Statistical analysis

statistics
parameters.

Descriptive
calculated  for  all

were

Differences in mean concentrations
between provinces, site types, and
campaigns were examined using one-
way ANOVA followed by Tukey’s
HSD test (p < 0.05). The PM2.s/PMio
ratio was used to infer the dominance
of fine versus coarse fractions, and
Pearson correlation (r) quantified linear
dependence between both particle sizes.
Data processing and visualization were
conducted in RStudio (v4.5) using
ggplot2, dplyr, and openxlsx packages.

3. Results and discussion

3.1. Spatio-temporal variation of
PM:.5s and PMo concentrations

Table 1 shows the monitoring results
in 2025. The average concentrations
of PM..s and PMio were 20 - 55 pg/m’?
and 35 - 110 pg/m?, respectively. The
concentrations showed a steady downward
trend across all site types during both
monitoring periods. The order was traffic
> residential > background. This shows
how much traffic, construction, and
residential activities affect the air quality
in cities.

Table 1. Concentrations of PM by province and site type

Average concentrations, pg.m?
Batch Province Sitetype (25°C, 1 atm) (mean = SD) Ratio
PM, PM |

Background 21.99 +4.02 41.39+7.19 0.53

HP Residential 37.04+2.51 61.75+9.47 0.6

Traffic 48.67 £2.66 92.56 £ 15.51 0.53

Background 18.22 +£5.15 30.71 £7.83 0.59

1 (n=15) |HY Residential 30.48 £4.53 59.17+11.13 0.52
Traffic 4326 +5.01 60.63 + 6.69 0.71

Background 28.60 + 6.82 51.64+7.97 0.55

QN Residential 37.78 +7.90 61.46 +12.37 0.61

Traffic 5248 £ 11.79 91.15+11.96 0.58
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Average concentrations, pg.m
Batch Province Sitetype (25°C, 1 atm) (mean £ SD) Ratio
PMZ.S PMIO
Background 19.13+2.92 36.86 +4.53 0.52
HP Residential 32.11+2.95 55.10 £ 10.95 0.58
Traffic 43.10+£5.07 82.70 £ 17.24 0.52
Background 15.78 £4.17 27.01 £6.39 0.58
2 (n=15) |HY Residential 27.51 £ 6.90 53.29+14.84 0.52
Traffic 39.13£9.56 54.74 £ 13.19 0.71
Background 22.77+17.20 40.51 +9.09 0.56
QN Residential 29.56 +7.36 47.92+9.76 0.62
Traffic 42.00 £ 13.85 72.06 £ 15.09 0.58

In July 2025, during the summer,
the average concentration of PMio was
highest at the Hai Phong traffic site (92.56
+15.51png/m?) and lowest at the Hung Yen
background sample site (30.71 = 7.83ug/
m?). PM..s also varied, going from 52.48
+ 11.79ng/m?* at the Quang Ninh traffic
site to 18.22 £ 5.15 pg/m?* at the Hung
Yen background site.

In the second half of October 2025,
representing the autumn period, the
PM10 distribution by sitetype and batch

L] hatch
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3 s
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n: sample size
average concentrations of both PMio
and PMo:.s decreased notably across all
monitoring sites. The Hai Phong traffic
site again showed the highest PMio level
(82.70 = 17.24 pg/m?3), whereas the Hung
Yen background site recorded the lowest
(27.01 = 6.39 pg/m?®). For PMz.s, the
highest concentration was observed at
the Hai Phong traffic site (43.10 = 5.07
ng/m?), and the lowest at the Hung Yen
background site (15.78 £ 4.17 pg/m?).

PM2.5 distribution by sitetype and batch
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Figure 1: PM distribution by measurement point type and measurement batch

The decrease observed between
the two monitoring periods clearly
reflects the influence of meteorological
conditions and seasonal emission
patterns. During the October campaign,
higher rainfall, increased relative
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humidity, and stronger wind speeds
enhanced atmospheric dispersion and
wet deposition, contributing to a notable
reduction of approximately 20 - 30 % in
particulate concentrations compared to
the summer period.



The PM:s and PMio concentrations
recorded across the three provinces
substantially exceeded the WHO (2021)
24-hour guideline values of 15 pg/m?* and
45 pg/m?, respectively. In comparison with
other Southeast Asian urban areas, the
average PM:.s levels observed in Batch 1
(approximately 38 - 52 pg/m*® depending
on sitetype) were similar to concentrations
reported in Kuala Lumpur and Bangkok
during the dry season, though still lower than
the extreme pollution episodes commonly
documented in Delhi or Beijing [13, 15 - 17].

Spatially, Quang Ninh and Hai Phong
exhibited consistently higher particulate
levels than Hung Yen, highlighting the
significant contribution of industrial
activities, seaport operations, and dense
road traffic in these coastal provinces.
Nevertheless, background concentrations
in Hung Yen and Quang Ninh remained
relatively elevated (15 - 32 pug/m® for
PM..s), suggesting the transport and
diffusion of urban pollution into peri-
urban and rural surroundings.

3.2. PM.s/PMw  ratio  and
implications for source identification

The PM:.s/PMio ratio calculated
from the average concentrations ranged
from 0.52 to 0.71 (Figure 2). This ratio
was higher at traffic and residential sites
compared with background locations,
reflecting the predominance of fine
particles in areas directly affected by
human activities. In contrast, the
background sites exhibited lower ratios,
characteristic of environments where
coarse particles tend to dominate.

In Phase 1, the highest PM..s/PMio
ratio was observed at the Hung Yen traffic

site (0.71), while the lowest was recorded
at the Hai Phong background site (0.53).
During Phase 2, this ratio decreased
slightly across most sites, largely due to
meteorological effects such as stronger
winds and higher rainfall, as well as a
reduction in domestic burning and traffic
intensity during the wet season. The PMz.s/
PM.o ratio is widely used as a qualitative
indicator for interpreting emission source
characteristics [12]. Values above 0.6
generally indicate dominance of fine
particle sources, primarily from fossil fuel
combustion, vehicular emissions. Ratios
in the range of 0.3 - 0.6 suggest mixed
contributions from both fine and coarse
particles, including road dust resuspension
and construction activities. Ratios below
0.3 imply a predominance of coarse
particles originating from soil, materials
handling, or mechanically generated dust.

Across the study area, the overall
PM2.s/PMio ratio averaged 0.59 + 0.07,
indicating a medium-to-high contribution
of fine particles. In Hai Phong, the ratio
ranged between 0.53 and 0.61, reflecting
strong influences from traffic emissions
and heavy industrial activities. In Hung
Yen, the highest ratio (0.71) was linked
to domestic combustion and rural civil
emission sources such as brick kilns and
seasonal straw burning. In Quang Ninh,
the ratios between 0.55 and 0.62 were
associated with coal mining, industrial
combustion, and  transport-related
emissions. These findings are consistent
with previous studies in Guangxi, China,
where coastal industrial provinces
reported similar ratios (0.55 - 0.65),
driven by the coexistence of both fine and
coarse particle sources [2, 14, 18].
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A clear seasonal signal is also showed a marked reduction. This pattern
evident: the first phase (hot, dry summer, aligns with observations from China,
higher traffic and construction activities) where lower PM..s/PMio ratios during the
exhibited higher PMo..s/PMio ratios, rainy season were attributed to faster wet
whereas the second phase (humid autumn) scavenging of coarse dust [2, 14]

PM2.5/PM10 ratio by province and site type

0.64

province
| G
B Hy
| et

°©
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N

0.04

Background Residential Traffic
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Figure 2: PM, /PM , ratio by province, site type
3.3. Correlation analysis between PM:.s and PM1o

Pearson correlation analysis for all 18 measurement points showed a very strong
correlation between PMz.s and PMio with a coefficient r = 0.9 (2.2¢ - 16.) (Figure 3).

Twong quan PMz.s — PM1o gilra hai dot do (2025)

dot == Dbot1 bot2

R=0.9, p<22e-16
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Figure 3: Correlations between PM, and PM,
At the traffic site, r > 0.92 reflects In addition, r is 0.84 corresponding to
a homogeneous emission source from the background site due to the effect
vehicles, while at the residential site, of regional mixing and diffusion. This
r = (.88 is due to the interference effect result shows that PM..s and PMio have

between traffic and residential sources. common emission sources, mainly from
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fuel combustion, traffic, and industry. The
high correlation (r = 0.9) is consistent
with regional studies [2, 15, 16].

4. Conclusion

This study provides a comprehensive
and integrated assessment of ambient
PM..s and PMio pollution across Vietnam’s
Northern Key  Economic  Region,
combining  spatio-temporal  analysis,
concentration  gradients, PM-2.s/PMio
ratios, and inter-pollutant correlations.
Across  two monitoring
campaigns conducted in July and
October 2025, both particulate fractions
exhibited concentrations far exceeding
WHO (2021) 24-hour guideline values,
with PMz.s ranging from 20 to 55 pg/
m? and PMio from 35 to 110 pg/m?. The
consistent concentration pattern of traffic
> residential > background underscores
the dominant influence of transportation,
construction activities, and urban-
industrial sources on regional air quality.

The PM:2.s/PMio ratio (0.52 - 0.71)
confirmed a medium-to-high contribution
of fine particles, especially at traffic and
residential sites, reflecting the strong
impact of fossil fuel combustion, vehicle
emissions. Seasonal influences were
also evident: particulate concentrations
and ratios decreased by roughly 20 -
30 % in the autumn campaign due to
enhanced atmospheric dispersion and wet
scavenging processes.

seasonal

Correlation further
demonstrated a strong interrelationship
between PM..s and PMio across all 18
monitoring sites (r = 0.90), with the
highest correlation at traffic locations (r
> 0.92), reinforcing the conclusion that

analyses

both PM size fractions largely originate
from shared combustion-related sources.
The spatial patterns observed - higher
values in Hai Phong and Quang Ninh
and lower levels in Hung Yen - highlight
the significant contributions of seaport
activities, industrial operations, and
dense transportation networks in coastal
provinces.
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Abstract

The study aimed to assess soil quality in Phu My Species - Habitat Conservation
over the period of 2019 - 2021. Soil quality data were collected at 10 locations in
seven habitats in the nature reserve. Soil samples were evaluated by pH, electrical
conductivity (EC), salinity (sal), total acidity (TA), soil organic matter (OM), total
nitrogen (TN), total phosphorus (TP), available phosphorus (P,0,), digestible
potassium (K,0), aluminum ion (AF*), and total iron (Fe). The results showed that
the pH in the soil was low, the nutrient content was poor, while the aluminum ion and
organic matter content in the soil were relatively high. In the period of 2019 - 2021,
the pH, EC, Fe, and nutrients (TN, K,0) tended to decrease, while the remaining
parameters increased in 2021. The soil quality could limit the diversity of flora and
fauna in the conservation area the except for the highly adaptable species. The results
provided useful information on soil quality for soil planning management. Future
studies should focus on the determination of frequency and location for soil quality
monitoring at Phu My Species - Habitat conservation area.

Keywords: Conservation; Habitats; Nutrients; Phu My; Soil quality.
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1. Introduction Habitat Conservation Area in Giang
Thanh district, Kien Giang province,
is one of the most important wetland
biodiversity conservation areas in the

Vietnamese Mekong Delta [18]. The total

Soil has a role in regulating nutrient
absorption and water supply for plants
to grow. Soil quality comprehensively
reflects the characteristics of the soil as

well as the condition of the soil to reflect
the impact of natural factors and human
activities on the soil [19]. Therefore,
regular soil quality monitoring is essential
to identify critical areas, especially in
nature reserves. Phu My Species and

land area of Phu My conservation area is
1070.28 ha, divided into three functional
areas, including Zone I (Administrative -
Service area) with a total area of 24 ha;
Zone Il (Ecological Restoration Area)
with a total area of 435 ha; and Zone 111
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(Strict Protection Area) with a total area
of 611.28 ha. In particular, the reserve
focuses on restoring and developing the
only Lepironia grassland in the Mekong
Delta to preserve and protect the habitat
and the food source for cranes (Grus
antigone sharpii). In addition, the reserve
also combines rational exploitation of
Lepironia grass, creating a source of
raw materials for traditional knitting
and contributing to creating stable jobs
for local communities [6]. Currently,
the wetlands in Phu My have been
significantly affected by the dredging
of canals and encroachment of land for
agriculture or melaleuca cultivation. The
dredging of canals causes loss of soil
nutrients, increases the acidity of the
soil, and changes the composition of the
vegetation on the soil. In addition, the
acidity of the soil also affects the water
quality in the reserve, making the water
source toxic to human health and living
things in the reserve [18]. Therefore, the
objective of this study was to assess the
changes in the soil environment in Phu
My Species - Habitat Conservation Area
in the period of 2019 - 2021. The results

could provide soil quality information
for future management strategies in the
conservation area.

2. Materials and methods
2.1. Soil sampling and analysis

Soil samples were collected at
locations specific to the habitats in the
reserve. At each location, three points
were collected, evenly distributed on the
habitat to be surveyed. At each site, about
1 kg of soil was collected. Then, soil
samples from three sites were mixed, and
one sample was taken to ensure that the
collected soil samples were representative
of each habitat. The soil samples were
then dried at room temperature, ground,
and sieved through a sieve with a pore size
of 0.5 mm. Soil samples were collected
according to TCVN 7538-2:2005 (ISO
10381-2:2002) at 10 positions with
symbols from N1 to NIO in seven
habitats, including habitats of Lepironia
(B), Eleocharis (N), Melaleuca (T),
Lepironia - Eleocharis (B-N), Melaleuca
- Eleocharis (T-N), Melaleuca - Lepironia
(T-B), and rice fields (R) in the period of
2019 - 2021 (Figure 1).

Legend
@ Sampling sites_soil

Habitats
I Eleocharis
B Eleocharis atropurpurea
Lepironia
B Ischaemum rugosum
B Lepironia - Eleocharis
BN Melaleuca
Melaleuca - Lepironia
I Melaleuca - Eleocharis
Melaleuca - Lepironia - Eleocharis
B Xyris indic
B Paddy rice

Figure 1: Location of soil samples in Phu My Species - Habitat conservation area
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Soil is evaluated based on basic parameters such as pH, electrical conductivity
(EC), salinity (Sal), total acidity (TA), soil organic matter (OM), total nitrogen (TN),
total phosphorus (TP), available phosphorus (P,O,), digestible potassium (K,0),
aluminum ion (AP"), total iron (Fe ). The methods of analyzing soil parameters are

presented in Table 1.

Table 1. Analysis method of soil environmental quality parameters

Parameters Meaning Units Analytical methods
pH pH i Extracted with KCI, ratio 1:5 (soil/KCl), pH
determined by pH meter
Sal Salinity %0 Measured directly in the field with handheld devices
EC Electrical conductivity mS/cm | Measured directly in the field with handheld devices
. . Extracted with water, measured by the
" Total acidity meqH/100g neutralization method
TP Total phosphorus %P Colorimetric method
oM Soil organic matter % The Walkley Black method
N Total nitrogen %N Kjeldahl method
Phosphorus Olsen method - extraction with a solution of Sodium
P,0; exchange mgP/kg Hydrogen Carbonate
Potassium Determination of K on an atomic absorption
K0 exchange 7K,0 spectrometer and a flame photometer
AP ) megAl*/ ) o )
Aluminum 100g soil Extracted with KCI, Al** was determined by AAS
Fe, Total iron mg/kg soil | Extracted with KCI, Fe_ determined by AAS

2.2. Data analysis

In this study, the one-way analysis
of variance (One-Way ANOVA) method
was used to compare the significant
difference (p< 0.05) in means of soil
quality parameters between habitats, and
the Duncan test was applied to distinguish
the significant difference [1].

3. Results and discussion

3.1. Evaluating soil quality over the
period of 2019 - 2021

The analysis results showed that the
pH values in the period 2019, 2020, and
2021 were in the ranges of 2.22 - 3.32,
2.93 -3.49,and 2.77 - 3.71, respectively.
The highest pH value was recorded in
the rice field habitat (R) and the lowest
in the Melaleuca - Lepironia habitat

(Figure 2). It can be seen that the pH in
the study area was quite low, indicating
that the soil quality in the reserve was
acidic and was classified in the soil group
from acidic to very acidic. This can
release Al and Fe into the habitat, and
significantly affect the growth of flora
and fauna in the reserve [14]. ANOVA
analysis results showed that there was
a statistically significant difference in
pH values between habitats (p < 0.05).
The pH value tended to decrease in 2021
(except for rice fields). The pH value in
this study was lower than that of Hung
et al. (2017) [17] (2.9 - 4.2) and Tien
(2018) [11] (3.03 - 3.74). However, the
pH value in the study area was still within
the allowable range of TCVN 7377:2004
- dry alkaline soil (3.4 - 6.1).
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Figure 2: Changes in pH value in soil in the period of 2019 - 2021

EC values in the study area ranged
from 2.33 to 28.65 mS/cm (2019), from
0.41 to 5.02 mS/cm (in 2020), and from
0.49 to 2.81 mS/cm (in 2021). The lowest
EC values were recorded in the rice field
habitat and the highest in the Melaleuca
- Lepironia habitat (Figure 3). EC values
tended to decrease over the years, and
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there was a difference between habitats (p<
0.05). Huang et al. (2017) [7] suggested
that high pH (>7) and EC (> 6 mS/cm)
could significantly reduce rice yield. On
the other hand, when EC was too low, it
would affect the growth and development
of plants in other habitats [5].

2020 32021

B-N T-N T-B
Habitats

Figure 3: Changes of EC in soil in the period of 2019 - 2021

Soil salinity in the habitats from
2019 to 2021 tended to increase over
time (Figure 4). The salinity value ranged
from 0.04 to 1.22 %o in 2020 and from
0.31 to 1.80 %o in 2021. Salinity not only
reduces plant yield but also affects the
physicochemical properties of soil and
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biological balance in the region [16].
According to Lam (2018) [12] reported
that salinity > 2.56 %o could affect the
yield and growth of plants, especially
rice. This showed that the soil quality in
the reserve has not been salinized and is
suitable for plant growth.
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Figure 4: Changes in salinity in soil in the period of 2019 - 2021

Total acidity in the habitats in the
reserve ranged from 13.55 to 79 cmol/
kg (2019), from 0.29 to 8.83 cmol/kg
(2020), and from 11.54 to 32.17 cmol/
kg (2021). The highest value was found
in the Melaleuca - Lepironia habitat
(T-B) and the lowest in the Melaleuca -
Eleocharis (T-N) habitat (Figure 5). The
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analysis results showed that there was a
statistically significant difference between
the habitats (p< 0.05). Overall, the total
acidity gradually decreased from 2019 to
2020 and increased again in 2021. The
results were consistent with the study of
Tien (2018); the total acidity in the reserve
ranged from 16.13 to 34.72 cmol/kg.

2020 [82021

Habitats

Figure 5: Changes in acidity in soil in the period of 2019 - 2021

The excessive presence of AI** in soil
is one of the main factors affecting soil
quality. Similar to total acid, AP** tended
to increase again in 2021. AI** in habitats
ranged from 9.79 to 35.88 meqAl**/100g
in 2019 and from 6 to 16 meqAl**/100g

in 2021. The highest AI** concentrations
were recorded in the Melaleuca (T) and
Melaleuca - Lepironia (T-B) habitats, and
the lowest in the rice field (R) habitats
(Figure 6). Compared with the study of
Sum et al. (2016), AP** content in Tram
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Chim National Park was lower than that
in this study (10.1 - 20 meq/100g), so the
acidity of the soil in the conservation area
was also higher than that in the Tram Chim

@2019
40 -

35 A

30 A

Al trao exchange (meq/100g)

National Park. High soil AI** content could
lead to low soil pH and make the soil more
acidic (Anh et al., 2022), which significantly
affects biodiversity in the reserve.
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Figure 6: Changes of AP* in soil in the period of 2019 - 2021

Soil organic matter (OM) is the
organic component of the soil, consisting
of three main parts: plant residues and soil
organisms, decomposing organic matter,
and stabilized organic matter. Organic
matter is considered an important factor
for soil quality. The results showed that
the OM in the period 2019 - 2021 in each
habitat was from moderate to rich, ranging
from 7 to 37.18 %, 0.63 to 30.25 % and
7.77 to 26.58 %, respectively (Figure 7).
The OM content tended to increase again
in 2021; The highest concentration was
recorded in the Eleocharis habitat (B), and
the lowest in the Melaleuca - Eleocharis
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(T-B) habitat. The concentration of OM in
the study area was recorded as higher than
that of TCVN 7376:2004 - acidic soil (2.15
- 8.32 %). The high OM content could be
explained by the large amount of decaying
plant residue and accumulation over a long
period of time. A previous study by Minh
et al. (2018) suggested that organic matter
has the effect of improving the structural
state of the soil, increasing the absorptive
capacity, the ability to retain nutrients as
well as the buffering capacity. Therefore,
when the organic matter content in the soil
increases or decreases, other nutrients also
change in proportion.

82020

32021
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Figure 7: Changes in organic matter in soil in the period of 2019 - 2021
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TP concentrations in habitats ranged
from 0.02 to 0.03 % (2019), from 0.00 to
0.01 % (2020), and from 0.02 to 0.04 %
(2021) (Figure 8). According to TCVN
7373:2004 - alkaline soil (0.03 - 0.08 %),
TP content in the reserve was relatively
low because this is a natural environment
without adding phosphorus to the soil, so
the TP content in the habitats was low.
Compared with the study of Sum et al.
(2016), the concentration of TP in Tram
Chim National Park was assessed at an
average level, ranging from 0.04 to 0.1 %,
higher than the TP concentration in the
current study. TP content tended to increase
again in 2021. This was a good sign for the
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growth of plants in the reserve. However,
the concentration of P,O, in the habitats
was recorded as low, ranging from 0.29 to
3.25 mgP/kg in 2019, below the detection
threshold in 2020, and from 0.20 to 1.96
mgP/kg in 2021 (Figure 9). P,O, content
also tended to increase in 2021, and the
lowest concentrations were recorded in
the habitats of Melaleuca (T), Melaleuca
- Lepironia (T-B), and rice (R) fields. The
concentration of P O, in the reserve was
lower than that in the study of Tien (2018),
recorded in the range of 5.53 - 13.1 mgP/
kg and in Dong Thap Muoi fluctuating in
the range of 1.0 - 18.5 mgP/kg [17].
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Figure 8: Changes of TP in soil in the period of 2019 - 2021
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Figure 9: Changes of P,0; in soil in the period of 2019 - 2021
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TN content in soil is one of the
important factors in promoting plant
growth. The concentration of TN in the
topsoil in most habitats ranged from 0.09
to 0.33 % in 2019, from 0.00 to 0.17 %
and below the detection threshold in
2021 (Figure 10). The concentration of
TN tended to decrease gradually over
time, and the lowest concentrations were
recorded in the habitats of Lepironia
- Eleocharis (B-N) and Melaleuca -
Eleocharis (T-N) compared to TCVN
7373:2004 - alkaline soil (0.145 - 0.420).
The concentration of TN in the study area
was generally lower than that in the soil in
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Tram Chim National Park (0.15-0.71 %)
[8]. Ma et al. (2022) [13] suggested that
when the TN content in the soil was low,
it could reduce the fertility of the soil,
while the high TN content could lead to
the hardening of the soil. Therefore, it
is necessary to maintain appropriate TN
content to ensure the growth of plants
in the reserve and maintain soil fertility.
In addition, the results showed a close
relationship between the concentrations
of TN, TP, and OM. When the OM content
in the soil decreases, the nutrient content
in the soil (N, P) will also decrease.

22020 2021

Figure 10: Changes of TN in soil in the period of 2019 - 2021

Similar to TN and TP, the KO
content in the soil had a close relationship
with the OM content. Soils with high
OM content would be porous and retain
moisture well, providing nutrients and
microelements for plant growth [15]. K,O
concentrations in the habitats ranged from
0.01 to 0.13 meq/100g in 2019, from 0.11
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to 0.29 meq/100g in 2020, and below the
detection threshold in 2021 (Figure 11).
The K,O content was assessed at low to
medium levels and tended to decrease
sharply in 2021. The result of this study
was consistent with other studies that K,O
content in soil in Dong Thap Muoi was in
the range of 0.02 - 0.1 meq/100 g [8].
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Figure 11: Changes of K,0 in soil in the period of 2019 - 2021

The analysis results showed that the
average total iron content in the habitats
in the period of 2019 - 2021 fluctuated
between 1.36 - 6.57 %, 1.55 - 5.50 % and
0.04 - 0.27 %, respectively (Figure 12).
The total Fe content was the highest in
the Melaleuca - Lepironia (T-B) habitat
and the lowest in the Melaleuca (T) and
Lepironia - Eleocharis (B-N) habitat.
Total Fe content had no significant change
in 2019 and 2020, but it tended to decrease

82019

gradually in 2021. In addition, there
was a statistically significant difference
between habitats (p< 0.05). Compared
with the study of Sum et al. (2016) and
Hung et al. (2017), the total Fe content
in Tram Chim National Park and Dong
Thap Muoi ranged from 0.99 to 2.01 %
and 1.4 to 1.7 %, respectively. It can be
seen that the total Fe content in the soil in
the study area tended to be higher than in
other areas.

B02020 22021

Habitats

Figure 12: Changes of Fe, in soil in the period of 2019 - 2021
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The results showed that the quality
of soil at Phu My Species - Habitat
Conservation Area in the period of
2019 - 2021 has changed over time. The
parameters of pH, EC, TN, K O, and Fet
tended to decrease, while the remaining
parameters tended to increase in 2021.
In addition, the analysis results of soil
samples at the reserve showed that the
soil was acidic, and the nutrient content
in the soil in the habitats was low. The
soil in the reserve was rich in organic
matter and tended to be replenished with
nutrients through the decomposition of
plant residues.

4. Conclusion

The results showed that the soil at Phu
My Species - Habitat Conservation Area
was highly acidic, with high levels of AI**
ions. The concentrations of TN, TP, P,O
and K O in the soil in the habitats were
low, while the organic matter content was
rich. The concentrations of pH, EC, TN,
K,O, and Fe tended to decrease, while
salinity, total acidity, AI**, OM, TP, and
P O, tended to increase in 2021. Further
research should focus on assessing the
frequency and location of soil quality
monitoring at Phu My Species - Habitat
conservation area.

Note: This article was written at a
time before the merger and consolidation
of the two levels of government in Vietnam.
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Abstract

Sustainable consumption is crucial for balancing societal needs with environmental
sustainability. While conducting research in Vietnam, studies often focus narrowly on
perceptions and attitudes. This study aimed to address this gap by developing and
testing an extended model incorporating perceived behavioral control (PBC), belief
in environmentally friendly products (BP), consumption attitude for community benefit
(ATC), and contextual factors (CF) influencing sustainable consumption behavior
among university students. Data were collected via questionnaires from 240 students
across four training units at Can Tho University. Regression analysis revealed that
ATC (p = 0.385), CF (f = 0.353), BP (p = 0.240), and PBC (p = -0.112) significantly
predicted environmental and health protection behaviors (PB), explaining 55.5 % (R’
=0.555) of its variance. Resource and energy saving behaviors (SB) were significantly
predicted by CF (f = 0.378), BP (f = 0.153), and PBC (p = 0.151), explaining 44.8 %
(R? = 0.448) of its variance. Findings indicate students practice PB more frequently
than SB, with significant differences observed across training units and academic
vears. These results offer valuable insights for designing targeted interventions to
promote sustainable consumption among Can Tho University students.

Keywords: Sustainable consumption; Behavior; Young consumers; Can Tho
University.
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[3, 4, 5]
Nations

the United
sustainable

1. Introduction In response,

has designated

Human consumption patterns exert
significant pressure on environmental
sustainability and natural
availability. Mounting evidence indicates
that resource consumption rates now

consumption as a critical Sustainable
resource Development Goal, emphasizing the need
to harmonize economic activity, social

needs, and environmental protection

exceed ecological regeneration capacities
[1, 2], leading to accelerating resource
depletion and environmental pollution
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[6, 7, 8]. As consumers play a pivotal
role in this transition [9], fostering
widespread awareness and the adoption



of lifestyles compatible with nature is
essential [8]. While efforts to promote
sustainable consumption include various
interventions, investigating
the determinants of consumer behavior
provides a crucial foundation for effective
strategies [10, 11, 20]. In Vietnam,
sustainable consumption has been
explored across different domains, such
as food and packaging [12, 13, 14], and
variations among demographic groups
have been assessed [15, 16]. However,
a notable limitation in the existing
Vietnamese literature is the predominant
reliance on models focusing narrowly
on consumer perceptions and attitudes
[21]. This overlooks a broader spectrum
of influences identified in international
research and theoretical frameworks.
Indeed, global research suggests that
sustainable consumption behavior is
complex and influenced by multiple factors
beyond basic perceptions and attitudes [7,
17, 18, 19]. Key constructs highlighted in
the literature include perceived behavioral
control (an individual’s perceived ease
or difficulty of performing the behavior,
influencing intention [23, 26]), specific
beliefs regarding products (e.g., their
environmental attributesandefficacy[11]),
consumption attitudes reflecting broader
community or environmental benefit [7,
11], and various contextual factors. These
contextual encompass
norms (societal expectations and the
influence of peers, family, and media [7,
17,21, 29]) and other situational enablers
or barriers [18]. Acknowledging these
diverse influences necessitates a more
comprehensive analytical approach to
fully understand sustainable consumption

research

factors social

drivers [30].

Therefore, this study addresses
the identified research gap within the
Vietnamese context by developing and
empirically testing an extended model
of sustainable consumption behavior
among university students. Specifically,
we investigate the influence of four
key factors drawn from the literature
perceived behavioral control (PBC),
belief in friendly
products (BP), consumption attitude for
the benefit of the community (ATC), and
contextual factors (CF) on two distinct
dimensions of sustainable consumption:
resource and energy saving behavior (SB)
and environmental and health protection
behavior (PB) [32]. University students
were selected as the study population
significance as future
consumers and leaders who will directly
face the consequences of environmental
degradation [25], their recognized
potential for environmental activism
[6, 26, 27], and their alignment with the
UN’s goals for education on sustainable
development [8, 35]. Consequently, the
primary objectives of this research are to:
(1) assess the current levels of sustainable
consumption awareness, attitudes, and
behaviors (SB and PB) among students
at Can Tho University, and (ii) determine
the predictive power and influence of
PBC, BP, ATC, and CF on these students’
SB and PB practices.

2. Methodology

environmentally

due to their

2.1. Questionnaire

This study assessed sustainable
consumption behavior among Can Tho
University (CTU) students by examining
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two primary behavioral dimensions,
treated as dependent (D)
Resource and energy saving behavior
(SB), measured via five items (SBI-
SB5), and (2) Environmental and health
protection behavior (PB), also measured
via five items (PB1-PB5). The analysis
incorporated four independent variables
representing potential
perceived behavioral (PBO),
initially measured with four items
(PBC1-PBC4); belief in environmentally
friendly products (BP), with four items
(BP1-BP4); consumption attitude for the
benefit of the community (ATC), with
six items (ATC1-ATC6); and contextual

variables:

influences:
control

factors (CF), with six items (CF1-CFo6).
The use of 4 to 6 measurement items per
factor met standard criteria for ensuring
scale reliability (minimum 3 items
recommended) [28]. All items were
adapted from validated scales in previous
research [7, 10, 11, 16, 18, 21, 29], with
details provided in Table 1. Responses
were captured using a 5-point Likert scale
(ranging from 1 = Strongly disagree/Very
rare to 5 = Strongly agree/Very usual),
a widely adopted format in behavioral
studies [30, 31, 32]. Mean scores derived
from these scales were subsequently
interpreted using these five descriptive
levels.

Table 1. Variables and items assessed

Variable type Element Categories Sources
Sustainable SB1: Use electricity/water economically
consurpption SB2: Use energy-saving equipment
behavior for th? SB3: Using fuel-efficient motorbikes [10, 16,
purpose of saving 18]
resources and SB4: Limit the use of single-use plastics
\]l);li);éﬁ esnt energy (SB) SBS: Use stationery economically
(Affected Sustainable PBI: Reduce the use of fast foods
variables) consumption PB2: Avoid consumption of unknown foods
behavior for the PB3: Comply with regulations to maintain environmental [10, 16,
purpose of protecting | hygiene 18]
the environment and | PB4: Dispose of trash in the prescribed places
health (PB) PBS: Preserving a green, clean, and beautiful environment
PBCI: Implementing sustainable consumption is very easy
PBC2: Implementing sustainable consumption is not
Perceived affected by any barriers
behavioral control | PBC3: Implementing sustainable consumption is [11, 18]
Independent | (PBC) completely within the scope of individual control
variable PBC4: Implementing sustainable consumption completely
(impact meets all resources (finance, time, knowledge, etc.)
variable) BP1: Individuals believe in branded green products
Belief in BP2: Individuals believe in green products with guaranteed
environmentally quality (1]
friendly products BP3: Individuals believe that products can protect the
(BP) environment
BP4: Individuals believe in green products to meet needs
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Variable type Element Categories Sources
ATC1: Refuse products that are harmful to the environment
ATC2: Ready to participate in green consumption activities
and movements
. ATC3: Always consider the negative consequences of

Consumption .

attitude for the current consumption
ATC4: Buy green products instead of harmful to the [7, 11]

benefit of the vironment product

community (ATC) CRVITOMMCT procucts

ATCS: By purchasing green products, individuals have
contributed to promoting businesses to focus on developing
green products

ATC6: Consider future consequences

CF1: Family encouragement for sustainable consumption

CF2: Friends encourage sustainable consumption

CF3: Sustainable consumption is widely communicated

CF4: Practice sustainable consumption similar to everyone

Contextual factor [7,21,
(CF) around . — 29]
CFS5: Find out more about sustainable consumption, similar
to everyone around
CF6: Find out more about environmentally friendly
products similar to everyone around
2.2. Survey sample size large student populations (enrolling

Data were collected through face-
to-face surveys administered to students
at four major training units within Can
Tho University (CTU): the School of
Economics (CSE), College of Agriculture
(CoA), School of Education (SoE), and
College of Environment and Natural
(CENRes). These
were selected purposefully due to their

Resources units

5,313, 2,685, 1,834, and 1,366 students,
respectively, according to [33]). The data
collection yielded 240 valid responses.
This sample size (n = 240) is considered
sufficient for performing the intended
Exploratory Factor Analysis (EFA) and
regression analyses [34]. Asummary of the
respondents’ demographic characteristics
is provided in Table 2.

Table 2. Basic information about the students

Characteristics Frequency Percent (%)
Gender Male 80 33.33
Female 160 66.67
CSE 60 25.00
Training unit CoA 60 25.00
SoE 60 25.00
CENRes 60 25.00
Freshman 78 3250
Sophomore 76 31.67
Student — 5 o
Senior 44 18.33
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2.3. Data analysis

Data analysis was conducted using
IBM SPSS Statistics 26, beginning with
scale validation. Internal consistency
reliability was confirmed using Cronbach’s
Alpha, and Exploratory Factor Analysis
(EFA) with Principal Component Analysis
and Varimax rotation established construct
validity. EFA procedures led to the
removal of item ATC6 due to low factor
loading and confirmed a clear four-factor
structure for the independent variables
(CF, ATC, PBC, BP) used in subsequent
modeling (KMO = 00913; 70.21 %

variance explained; details in Appendix

A), while also validating the dependent
variable structures (SB, PB). Following
scale validation, descriptive statistics
were calculated, group differences based
on demographics were examined using
Independent Samples T-Tests and One-
way ANOVA, and the primary analysis
involved estimating two multiple linear
regression models. These regressions
assessed the predictive influence of the
validated independent factors (CF, ATC,
PBC, BP) on resource/energy saving
behavior (SB) and environmental/health
protection behavior (PB), respectively,
guided by the conceptual model depicted
in Figure 1.

ATCI |

ATC2 H ATC3 ” ATCH H ATcs |

| CFI H CF2 H CF3 H CF4 H CF5 “ CF6 ‘

Figure 1: Model for assessing sustainable consumption behavior
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3. Results and discussion

3.1. The current state of sustainable
awareness, attitude, and sustainable
consumption behavior of students

a. The awareness of sustainable
consumption

Students at Can Tho University
exhibited high general
regarding the necessity and context of
sustainable consumption (Table 3). A
vast majority understood the connection
between population growth and increased
resource/energy demands (94.17%) and
recognized sustainable
core principle of meeting current needs
without compromising future generations
(98.33 %). This general understanding
reflects established global concerns
regarding population impacts [35].
Furthermore, students largely perceived
the growing attention to sustainable
consumption as driven by critical issues
like resource depletion, environmental
pollution, and climate change (72.5 %),
associating sustainable practices with
social responsibility [2, 3, 4, 5, 42].

awareness

consumption’s

Despite this strong foundational
awareness, a significant gap emerged
concerning knowledge of specific tools

environmentally  friendly  products,
and just 73.33% demonstrated correct
understanding of the star-rating system
on mandatory energy labels (Table 3).
This deficit is concerning because official
eco-labels (based on lifecycle assessment
criteria [37], and energy labels [41]) are
crucial instruments within Vietnam’s
environmental policy framework [36].
As effective label communication is vital
for sustainable consumption policy [38,
39] and ecological knowledge typically
correlates with label use and green
product acceptance [40], the observed
knowledge gaps among students may
hinder their ability to translate general
pro-environmental attitudes into specific
purchasing or usage behaviors.

Students reported obtaining
information on sustainable consumption
predominantly from social networks
(91.7 %) and television (70.8 %), with
newspapers and related
serving as secondary sources (both 50.8
%). Information from peers and family
was less frequently cited (40 %). The
heavy reliance on media, especially social
networks, resonates with existing research
confirming the significant impact of media

coursework

and products facilitating sustainable channels on shaping young consumers’
choices. Notably, only 65.83% of intentions and behaviors related to green
students claimed knowledge about products and sustainability [7, 43].
Table 3. Awareness of sustainable consumption
ST Queston Freguency [ Percentage
1 | Do you think population growth affects consumption? 226 94.17
2 | In your opinion, does consumption pollute the environment? 232 96.67
3 | What is Sustainable Consumption? 236 98.33
4 | What do you think is an environmentally friendly product? 158 65.83
5 | What does the number of stars on the energy label represent? 176 73.33
What do you think is the main reason why sustainable
6 . . . 174 72.50
consumption is getting more and more attention?
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b. Perceived behavioral control and
belief in environmentally friendly products

Perceived behavioral control (PBC),
recognized as an individual’s assessment
of their capacity to control a specific
behavior [22], significantly influences
behavioral intentions [44, 45]. In this
study, students’ mean scores for PBC
items generally ranged from neutral to
agree (3.38 - 3.61, Figure 2a). Analysis
revealed no significant differences in PBC
levels based on gender or training unit (p
>0.05, Appendix B). However, significant
variation occurred across academic years
for the perception that implementing
sustainable consumption faces no barriers
(PBC2, p=0.031); specifically, Freshmen
reported higher agreement (mean = 3.62)
than Sophomores (mean = 3.18).

Transitioningtomarket-related factors,
the business landscape has increasingly
shifted towards green and environmentally
friendly practices [46, 47, 48], where

50
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£ 4% 38 g
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B Strongly disagree M Disagree

Neutral

consumer belief in green products plays
a crucial role [11]. The surveyed students
exhibited a generally high level of belief
(BP) in environmentally friendly products
across various aspects - including brand,
quality, environmental contribution, and
need fulfillment - with mean scores ranging
from 3.86 to 3.91 (Figure 2b). Despite this
overall high belief, significant differences
emerged between students from different
training units. Notably, students from the
School of Economics (CSE) demonstrated
significantly higher belief levels compared
to those from the College of Agriculture
(CoA) regarding both branded green
products (BP1 means: 4.20 vs. 3.50) and
the contribution of green products to
environmental protection (BP3 means:
4.10 vs. 3.53) (Appendix B). Reinforcing
the importance of this factor, prior research
underscores that strong belief in green
products significantly promotes sustainable
consumer behavior [11].

b)

100% r 50
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Agree M Strongly agree  ® Mean

Figure 2: Behavioral control awareness (a) and belief in environmentally
friendly products (b)

c. Consumption attitude for the benefit
of the community and contextual factor

Students generally expressed positive
attitudes towards consumption for the
benefit of the community (ATC), with
most ratings falling in the average, agree,
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or strongly agree levels (Figure 3a). The
average scores for the ATC items ranged
from 3.64 to 4.07. Notably, the item
reflecting consideration of negative future
consequences of current consumption
(ATC3) the

received highest mean



score. High ratings were also given for
considering and refusing environmentally
harmful products (ATC1), willingness to
participate in green activities (ATC2), and
the belief that purchasing green products
contributes to promoting sustainable
business practices (ATCS). Significant
differences in these attitudes were
observed between students from different
training units (Appendix B), with CSE
students generally reporting stronger
pro-environmental attitudes (specifically
for ATC2, ATC3, ATCS) compared to
CoA students. These findings align with
previous research where consumers
reported considering future generational
impacts [18] and  environmental
friendliness before purchasing, sometimes
being willing to pay more for such
products [18]. A strong link between green
consumption awareness and willingness
to participate has also been consistently
reported [11, 29], including evidence that
consumer support can motivate corporate
shifts towards sustainable alternatives,
such as non-plastic packaging [11, 49].
Consistent with theoretical models
highlighting the role of subjective and
social norms [7, 17, 18, 19], contextual
factors (CF) also appeared influential in

a)

this study. The behavior of surrounding
individuals, particularly family, neighbors,
and colleagues, is known to positively
impact sustainable actions [18, 29].
Accordingly, students in this research highly
agreed with statements indicating that
encouragement from family (CF1, mean
= 3.78) and friends (CF2, mean = 3.73)
influences their sustainable consumption
(Figure 3b). Significant differences in the
perceived influence of contextual factors
were also found between training units,
with CSE students rating encouragement
from family (CF1), friends (CF2), and
finding information about environmentally
friendly products, similarly to those around
them (CF6), higher than CoA students.
Furthermore, the influence of observing
sustainable behavior in others (CF4) was
significantly stronger for senior students
compared to freshmen, sophomores, and
juniors (Appendix B). Given the importance
of context, future studies might consider
incorporating additional contextual
elements like price subsidies or legal
regulations, as research by [18] confirmed
their impact on sustainable consumption
behavior. Indeed, tangible incentives often
appear more motivating for green purchases
than mandatory rules [18].
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Figure 3: Consumption attitude for the benefit of the community (a)
and contextual factors (b)
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d. Sustainable consumer behavior

The study results showed that students
practiced  sustainable
behaviors aimed at environmental and
health protection (PB) more frequently

- 50
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than those aimed at saving resources and
energy (SB). The average scores for PB
items ranged from 3.83 to 4.33, exceeding
the range of 3.62 to 4.16 observed for SB
items (Figure 4a, b).

100% 3.0
48
80% 4.6
44
% 4.2
4.0
40% 38
36
20% 34
32
g _— —_— —_— _— _—
PB1 PB2 PB3 PB4 PB5

b)

=

=)
=)
=

Mean value

Percentage rating
=

0 3.0

Mean

Figure 4: Sustainable consumer behavior for the purpose of saving resources and energy
(a), and protecting the environment and health (b)

Regarding resource and energy
saving behaviors (SB), the economical
use of electricity and water (SB1) was
the most frequently reported practice.
Behaviors such as using energy-saving
equipment (SB2), limiting single-use
plastics (SB4), and wusing stationery
economically (SBS5) yielded moderate
average scores (3.85 - 3.88), while using
fuel-efficient motorbikes (SB3) was the
least common (mean = 3.62). Significant
differences in the implementation levels
of SBI, SB2, and SB4 were found
across training units, with students
from CSE generally reporting higher
frequencies, followed by CENRes, SoE,
and then CoA (Appendix B). It is noted
that CSE and CENRes are specialized
training units in fields related to natural
resources, environment, and economics.
Furthermore, juniors and seniors reported
practicing SB2 and SB4 more often than
freshmen and sophomores (Appendix B).

Sustainable consumption behaviors
for environmental and health protection
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(PB) were generally practiced frequently
by the students. High compliance was
reported for regulations on dumping trash
in prescribed places (PB4, mean = 4.33)
and preserving a green, clean environment
(PB5, mean = 4.31), along with limiting
consumption of foods of unknown origin
(PB2, mean = 4.07). The analysis showed
no significant differences in PB practices
based on gender or year of training.
However, significant variations existed
between students from different training
units. Specifically, CSE students scored
significantly higher on reducing fast food
consumption (PB1), avoiding unknown
foods (PB2), and complying with
environmental hygiene regulations (PB3)
compared to CoA students (Appendix B).

’

e. Factors impact  students
sustainable consumption behaviors

The multiple linear regression models
predicting  sustainable  consumption
behavior for saving resources and energy
(SB) and for environmental protection
and health (PB) were both statistically



significantoverall (p<0.001) (Appendix C).
For the SB model, which explained 44.8 %
of the variance (Adjusted R* = 0.448),
contextual factors (CF; B = 0.378), belief
in environmentally friendly products (BP;
=0.153),and perceived behavioral control
(PBC; B = 0.151) emerged as significant
positive predictors. Consumption attitude
for the benefit of the community (ATC) was
not a significant predictor of SB (p=0.073).
The model for PB explained 55.5 % of the
variance (Adjusted R? = 0.555), with ATC
(B = 0.385), CF (B = 0.353), and BP
(B = 0.240) exerting significant positive
influences. Notably, PBC demonstrated
a significant negative impact on PB
(B=-0.112).

0.353

0.385

Figure 5: Factors impacting sustainable
consumption

These results underscore the
significant influence of contextual factors
(CF) on both SB and PB. This aligns
with previous research highlighting the
interplay between green consumption
behavior, attitudes, and the social context
[50, 51]. While this study focused on
specific psychosocial and contextual
variables, acknowledging the role of
institutional factors and legal regulations,
as suggested by other studies [52],
points to valuable directions for future
research on sustainable consumption in
Vietnam. Figure 5 visually summarizes
the significant predictors identified.

4. Conclusion

This study investigated the factors
influencing  sustainable consumption
among Can Tho University (CTU)

students using an extended assessment
model, aiming to fill identified gaps in the
Vietnamese research context. The results
confirm that sustainable consumption is
multi-faceted, with distinct drivers for
different behaviors. Resource and energy
saving behaviors (SB) were significantly
positively influenced by contextual
factors (CF), belief in environmentally
friendly products (BP), and perceived
behavioral control (PBC), explaining
44.8 % (R?> = 0.448) of the variance.
In contrast, environmental and health
protection behaviors (PB) were positively
driven by consumption attitude for the
benefit of the community (ATC), CF, and
BP, but negatively impacted by PBC,
explaining 55.5 % (R* = 0.555) of the
variance. Contextual factors emerged
as a strong predictor for both behavior
types. Furthermore, students reported
engaging in PB more frequently than
SB, and significant variations in behavior
levels were found across different training
units and academic years. These findings
hold significant practical implications for
promoting sustainable consumption at
CTU. Interventions should strategically
leverage contextual influences (family,
peers, media), reinforce positive product
beliefs (BP), and address the complexities
of perceived behavioral control (PBC),
including its unexpected negative
relationship with PB. Tailoring initiatives
to specific student groups (based on
training unit and year) and focusing
efforts on improving the less prevalent
SB practices (such as economical use of
electricity, water, stationery, and adoption
of energy-saving equipment) are crucial.
Theoretically, this study contributes by
empirically validating a broader model of
sustainable consumption drivers within
Vietnam, highlighting the importance of

209



factors beyond individual attitudes and
demonstrating that different types of
sustainable actions have unique predictors.
The research provides valuable empirical
evidence that moves beyond simpler
models previously common in Vietnam,
offering critical insights for developing
more effective, evidence-based strategies
to foster sustainable consumption habits
among young Vietnamese consumers
and promote greater engagement with
sustainability goals.
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Abstract

Accurate reservoir inflow forecasting is vital for hydropower operation and water
resources management inmonsoon-driven basins. However, process-based hydrological
models often exhibit systematic errors, particularly under high-flow conditions. To
address this, we developed a hybrid modeling framework that integrates the HYPE
(Hydrological Predictions for the Environment) model with an Artificial Neural
Network (ANN) for daily inflow forecasting to the Pleikrong Reservoir in Vietnam.
The HYPE model was first calibrated and validated using daily hydrometeorological
data from 1994 to 2022. ANN models with different hidden-layer architectures (three,
four, and five layers) were then employed to post-process HYPE outputs. Results
show that the hybrid HYPE-ANN approach substantially improved forecast accuracy
compared to HYPE alone. The four-layer ANN (512 - 256 - 128 - 64 neurons) achieved
the best performance, with CC = 0.93, KGE = 0.92, and NSE = 0.87 for one-day-
ahead forecasts, while maintaining stable results for two-and three-day lead times.
These findings highlight the effectiveness of hybrid process-based and data-driven
approaches for short-term inflow prediction using daily data. The proposed framework
offers a reliable and computationally efficient tool to support hydropower operation
and adaptive water resources management in data-scarce basins.

Keywords: Reservoir inflow forecasting; Hybrid modeling; HYPE model;
Artificial Neural Network (ANN); Pleikrong reservoir.
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1. Introduction

Accurate streamflow forecasting is
essential for the sustainable operation of
reservoirs and the effective management
of water resources, particularly in regions
where climate variability and increasing
water demand for hydropower, irrigation,
and domestic supply exert growing
pressures. Process-based hydrological
models, such as the Hydrological
Predictions for the Environment (HYPE),
have been widely adopted due to their
ability to simulate hydrological processes
across a catchment in a physically
consistent framework. However, these
inevitably affected by
parameter uncertainties, input data errors,
and incomplete representation of nonlinear
hydrological mechanisms, which can
result in significant  discrepancies
between simulated and observed flows.
At the same time, artificial intelligence
(AI) and machine learning (ML) models,
such as artificial neural networks (ANNs),
have demonstrated strong capabilities in
capturing complex nonlinear relationships
and enhancing predictive accuracy in
hydrology [1, 9].

To overcome the limitations of
individual approaches, hybrid modeling
that combines process-based models
with ML techniques has emerged as a
promising solution. Recent studies have
highlighted that coupling physical models
with data-driven methods only
improves predictive skill but also enhances
robustness under extreme hydrological
conditions and data-scarce environments
[7, 17]. For instance, Xu et al. (2024)
[16] successfully coupled a physically
based hydrological model with CNN-
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models are

not

GRU for monthly streamflow predictions
in China, while Jiang and Zhang (2025)
[7] integrated the Xinanjiang model
with LSTM and temporal lag features
to achieve improved runoff simulations
in the Poyang Lake Basin. Similarly,
combining HYPE with ANN has been
shown to enhance hydropower production
forecasts, demonstrating the added value
of hybrid methods in operational water
management [11].

Despite  these advances, most
hybrid studies have focused on large
river basins or regions with abundant
hydrometeorological data, while relatively
limited attention has been given to medium
and small catchments in monsoon climates,
where high rainfall variability and sparse
observations pose significant challenges.
Moreover, while deep learning models
such as LSTM and CNN have received
increasing attention, traditional ANN
architectures remain underexplored, even
though they are easier to train, less data-
intensive, and computationally efficient.
This research gap highlights the need to
explore hybrid frameworks that integrate
process-based  hydrological =~ models
with ANN to provide reliable inflow
forecasts for reservoirs in data-limited and
hydrologically complex regions.

The novelty of this study lies in
developing a hybrid modeling framework
in which the HYPE hydrological model
is first applied to simulate catchment
processes and generate streamflow series
that serve as input data for ANN. The ANN
is then trained to forecast reservoir inflows
by leveraging
from HYPE, along with meteorological
variables and observed flow information.

simulated streamflow



This approach takes advantage of the
physical consistency and interpretability
of HYPE while exploiting the nonlinear
learning and predictive capabilities of
ANN, thereby reducing systematic biases
and improving forecast accuracy. By
integrating HYPE and ANN in this manner,
the study provides a methodological
contribution that can be generalized to
different catchments, offering a practical
and reliable tool for reservoir inflow
forecasting and supporting water resources
management under uncertainty.

Accordingly, the objectives of this
study are: (i) to simulate streamflow using
the HYPE hydrological model for the
target catchment; (ii) to develop and train
an ANN model using HYPE outputs along
with  hydro-meteorological variables;
and (iii) to evaluate the performance of
the hybrid HYPE-ANN framework in
forecasting inflows to the reservoir.

2. Methodology
2.1. Study areas

The Se San river is a left-bank
tributary of the Mekong river, originating

15°0'0"N

14°30'0°N

14°0'0"N

107°0°0"E

from the Northern region of the Gia Lai
- Kon Tum Plateau. It traverses both
Vietnam and Cambodia before merging
with the Srépok river near Stung Treng.
The Vietnamese portion of the Se San
river basin encompasses an area of 11,465
km?2. To the North, it is bounded by the
Thu Bon river basin, while to the South,
it borders the Ba River and la Drang
basins. To the east, it is adjacent to the
Tra Khuc and Ba River basins, and to the
west, it shares boundaries with Laos and
Cambodia.

The S€ San river features two
principal tributaries: The Krong Poko
river on the right bank and the Dak Bla
river on the left bank. The Dak Bla river
joins the Se San river from the left bank,
with a catchment area of 2,968 km? and
a river length of 123.4 km, as measured
at the Kon Tum hydrological station. The
Krong Poko river, with a basin area of
3,230 km? and a length of 125.6 km, is
the largest tributary on the right bank. The
spatial extent of the study area is depicted
in the accompanying figure.
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Figure 1: Study area
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The Pleikrong
Reservoir is situated on the Krong Poko

Hydropower

river, a tributary of the Se San river
system. Geographically, it is located in
Sa Binh commune, Sa Thay district, and
Kroong commune, Kon Tum city, Kon
Tum province. The reservoir is designed
with an installed capacity of 100 MW,
generating an average annual electricity
output of 417.2 million kWh.

This research employs a hybrid

modeling framework, wherein the

physically  based @ HYPE  model
(Hydrological  Predictions for the
Environment) is coupled with a machine
learning approach to enhance reservoir
inflow forecasting. The methodology
consists of two principal stages: (i)
configuration, calibration, and simulation
of inflows to the Pleikrong reservoir using
the HYPE model, and (i1) development
and validation of an artificial intelligence
model for streamflow prediction. The
overall research framework is depicted in
Figure 2.

In-situ Observational Data

(precipitation, temperature, humidity, Data Collection
streamflow, and related parameters) \wegetation cover, land use, topography, etc

Satellite Data
(precipitation, temperature, humidity,

HYPE model

Rainfall Data Source
GPM

Streamflow
simulation

Calibration of Model
Parameters

8 Big Data
:| Precipitation

Temperature

| Streamflow

ANN - HYPE

Streamflow
Prediction

Figure 2: Research framework

2.2. Hydrological model description

The HYPE (Hydrological Predictions

the
developed by the Swedish Meteorological
and Hydrological Institute (SMHI). The
model’s structure is based on a multi-

for Environment) model was

basin approach, enabling simultaneous
modeling of multiple sub-basins or river
basins. These basins are divided into

smaller sub-basins, each of which uses
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HYPE to aggregate hydrological response
units (HRUs) into the flow processes ofthat
specific sub-basin, considering rainfall,
topography, and land use characteristics.
The model operates on the principle that
streamflow is generated from rainfall
and is influenced by surface conditions.
The structural framework of the model
is provided through the HYPEweb
portal [13].



The datasets used in this study
encompass meteorological, hydrological,
and geospatial variables required for
the configuration and operation of the
HYPE (Hydrological Predictions for
the Environment) model, as well as for
training and testing the Random Forest
(RF) and XGBoost machine learning
models in the post-processing stage.
Satellite-based precipitation from the
Global  Precipitation =~ Measurement
Integrated Multi-satellite Retrievals for
GPM (GPM-IMERG) v6 was used as the
primary meteorological forcing, due to its
high spatial and temporal resolution, near-
global coverage, and proven performance
in data-scarce regions [6, 12, 14].

Additional datasets include topography
from Sentinel-1 SAR and SRTM DEM,
daily mean temperature from the Google
Earth Engine (GEE) global dataset, land
use/land cover from Sentinel-2 satellite
imagery, and both observed and simulated
streamflow.

Observed streamflow data were
obtained from the Pak Mot hydrological
station, representing inflows to the
Pleikrong reservoir. Simulated streamflow
series were generated by the HYPE model
after calibration and validation, providing
both daily and hourly outputs for
machine learning-based bias correction.
A summary of the datasets is presented in
Table 1.

Table 1. Data for the study

Data type Data source Data co!lectlon Spatlz'll Tempo'ral
period resolution | resolution
Satellite Global Precipitation Measurement -
... |Integrated Multi-satellite Retrievals for 1994 -2022 |0.1°x0.1° 30 min
precipitation
V-forced
Topography |Sentinel-1 SAR and SRTM DEM 2002 30 m -
Daily mean temperature, global dataset o o
Temperature from Google Earth Engine (GEE) 1994 -2022 |0.1°x 0.1 lh
Land use/ . o
land cover Sentinel-2 satellite imagery 2023 10 m -
Observed Pik Mot hydrological station; observed o
streamflow | inflow data for Pleikrong reservoir 1994 - 2022 i Daily; hourly
Simulated | Outputs from the HYPE hydrological .
streamflow | model after calibration and validation 1994 - 2022 i Daily

%)

Figure 3: Input data of the model: (a) Topographic data; (b) Land use data;
(c) Satellite-based rainfall data
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The quality of satellite-based
rainfall datasets used in this study has
been previously evaluated in detail for
the Se San river basin [15]. That research
compared six global precipitation
products (GPM, ERAS5, GSMaP,
MSWEP, HydroGFD, and V-forced)
using the HYPE hydrological model
and concluded that GPM and V-forced
datasets provide the most consistent
rainfall estimates for hydrological
applications in the region. Building on
these results, the present study employs
GPM-IMERG precipitation as the
primary meteorological input for the
HYPE model. Since data quality for this
product has already been validated, the
current research focuses on enhancing
short-term inflow forecasting through the
hybrid HYPE-ANN framework rather
than reassessing input uncertainties.

2.3. Artificial Neural Networks
(ANN)

Artificial Neural Networks (ANNs)
have been widely applied in hydrology
due to their capability to capture nonlinear
and complex relationships between input
and output variables without requiring
explicit physical formulations [2, 10].
An ANN is composed of interconnected
processing units, or neurons, arranged in
layers. Each neuron computes a weighted
sum of its inputs, adds a bias term, and
applies an activation function to produce
an output (Haykin, 1999). This process
can be expressed as:

Z; :Zla)zjxi+bj v, =1(z)

where x, are the inputs, @, the connection
weights, b, the bias, z,the pre-activation
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value, and f(-) the activation function.
Common activation functions include
sigmoid, tanh, and ReLU, which enable
the network to represent nonlinear
processes in hydrological systems [3].

A typical ANN structure consists
of three types of layers: (i) an input layer,
which hydrometeorological
variables such as rainfall, temperature,
and lagged streamflow; (ii) one or
more hidden layers, where nonlinear

receives

transformations are performed to extract
patterns; and (iii) an output layer,
which in streamflow forecasting usually
contains a single neuron for regression
purposes.

The training process is carried out
using the backpropagation algorithm, in
which the error between observed and
predicted values is minimized through
iterative weight adjustments. The loss
function is often expressed as the mean
squared error (MSE):

MSE = %2 (0 ()= 0, (1))’

where O, (#)and O, (¢) denote observed
and simulated streamflow at time t, and N
is the number of samples. Optimization
methods such as Gradient Descent or
the Levenberg-Marquardt algorithm are
commonly employed to update weights
during training (Hagan & Menhaj, 1994).
Due to their flexibility and robustness,
ANNs have been successfully applied
in short- and medium-term streamflow
forecasting, often outperforming
traditional hydrological models when
data exhibit strong nonlinearities and
uncertainties [8].



3. Results and discussion

3.1. Calibration and validation of
the HYPE model

In the HYPE model, the calibration
process is conducted through the built-

in  autocalibration function, which
automatically adjusts the sensitive
parameters by comparing simulated

streamflow against observed data at
hydrological stations. This procedure
employs an iterative optimization
approach that continuously evaluates
model performance using statistical
indicators such as the Nash-Sutcliffe
Efficiency (NSE), Kling-Gupta Efficiency
(KGE), and the correlation coefficient
(CC). The model iteratively searches for
the optimal parameter set that minimizes

and observed flows. This automated
calibration framework ensures objectivity
in parameter estimation, reduces user-
induced bias, and enhances both the
reliability and generalization capability of
the HYPE model for the studied basin.

This study applies the HYPE model,
calibrated using observed streamflow
data from 2002 to 2008, with station-
based rainfall data serving as the primary
input. Model performance in simulating
streamflow was assessed at the Dak
Mot hydrological station, achieving a
correlation coefficient (CC) of 0.83, a
Kling-Gupta efficiency (KGE) of 0.82,
and a Nash-Sutcliffe efficiency (NSE)
of 0.65. The optimized parameter set
obtained through the calibration process

the discrepancy between simulated is presented in Figure 4 and Table 2
500 Dak Mot station
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= 400
E 300
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4/19/2001 /12002 111472004 3/28/2003 10/10/2006 2.22. 2008 7/6/2009
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Figure 4: Comparison between simulated and observed streamflow
Table 2. Parameter of the HYPE model
No Process Parameter Values Units Min Max
1 . wefc 0.473 - 0.05 0.5
Water holding Wewp 0.13 % 005 | 05
2 |Soil type wcep 0.15 % 0.05 0.5
3 |Percolation mperc 1134 mm/day 5 120
4 |Recession Ires 0.34 - 0.05 0.6
macrate 0.29 - 0.05 0.5
5 | Surface runoff mactrinf 3.75 mm/day 0 100
mactrsm 0.35 - 0 1
6 |Evaporation cevp 0.17 mm/day/C ° 0.15 0.3
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Following the calibration, the
validation process was carried out using
an independent dataset that was not
involved in the calibration stage to assess
the model’s robustness and predictive
capability. The calibrated parameter
set obtained from the autocalibration
procedure was applied without further
adjustment during validation. Model
performance was evaluated by comparing
simulated and observed streamflows

over the validation period using the same
performance criteria-NSE, KGE, and CC.
This approach allowed for an independent
assessment of the model’s reliability
under different hydrological conditions.
The validation results confirmed that the
selected parameter set provided a stable
and consistent representation of streamflow
dynamics, indicating that the HYPE model
maintained satisfactory predictive skill
beyond the calibration period.
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Figure 5: Comparison of simulated and observed streamflow during model validation

The observed rainfall data from 2009
to 2016 were utilized as input for model
validation. The performance evaluation
of the model, based on the comparison
between simulated and observed data
during the validation period, is illustrated
in Figure 5. The results indicate a
correlation coefficient (CC) of 0.75, a
Kling-Gupta Efficiency (KGE) 0f 0.74, and
a Nash-Sutcliffe Efficiency (NSE) of 0.60,
demonstrating a satisfactory agreement
between the model simulations and
observed measurements. After successful
calibration and validation of the HYPE
hydrological model for the Se San river
basin, the model was applied to simulate
inflows to the Pleikrong Reservoir.

3.2. Model building and inputs
a) Input dataset for the ANN model

The input dataset for the ANN model
wasconstructed fromsimulatedstreamflow
series and meteorological observations
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(precipitation and temperature) over the
study area for the period 1994 - 2022. To
capture temporal dependencies, lagged
features of streamflow, precipitation, and
temperature were generated up to 14 time
steps, enabling the model to learn short-
term memory effects. In addition, several
statistical descriptors were incorporated,
including the 7-day moving average and
standard deviation of streamflow, 3-day
cumulative precipitation, and maximum
and minimum temperature within a
5-day window. Seasonal signals were
represented through categorical variables
(month, quarter, and a derived seasonality
index). Dynamic characteristics of the
flow regime were further reflected by
gradient-based variables (e.g., daily
and 3-day flow changes, temperature
gradients) and integrated indices such as
the precipitation-to-flow ratio.

The dataset was randomly divided
into two subsets, with 80 % allocated



for training and 20 % reserved for
testing, thereby ensuring reliable model
calibration and robust evaluation of its
generalization ability. This comprehensive
feature set and data partitioning strategy
provided a solid foundation for short-term
streamflow forecasting using ANN.

b) Parameterization and setting

The ANN model was implemented
using the TensorFlow-Keras framework in
a sequential architecture comprising four
hidden layers with 512, 256, 128, and 64
neurons, respectively. Rectified Linear
Unit (ReLU) was applied as the activation
function in the first three hidden layers,
while a Leaky ReLLU (o = 0.1) was used
in the final hidden layer to enhance the
model’s ability to capture non-linearities.
Dropout regularization rates of 0.4, 0.3, and
0.2 were introduced progressively across
the hidden layers to prevent overfitting.
The output layer consisted of three neurons
corresponding to one-, two-, and three-day
ahead streamflow forecasts.

Model training was conducted
using the Adam optimizer with an initial

learning rate of 0.001. A custom weighted
loss function based on the mean squared
error (MSE) was adopted to emphasize
the predictive accuracy at longer lead
times, with relative weights of 1.0, 1.2,
and 1.8 for Day 1, Day 2, and Day 3
predictions, respectively. Training was
performed with a batch size of 32 for up to
200 epochs, with early stopping (patience
= 10) and learning rate reduction (factor
= 0.5, patience = 5, minimum learning
rate = 1 x 10°°) applied to stabilize
convergence. A validation split of 30 %
of the training data was used to monitor
model performance during optimization.

To further ensure training stability and
interpretability, model diagnostics were
logged using TensorBoard, and multiple
performance metrics were calculated,
including Mean Squared Error (MSE), Mean
Absolute Error (MAE), Nash-Sutcliffe
Efficiency (NSE), Kling-Gupta Efficiency
(KGE), and the correlation coefficient (CC).
These metrics provided a comprehensive
assessment of the model’s predictive ability
across different time horizons.

Table 3. Summary of ANN model parameters and settings

Parameter Setting/Value
Model type Artificial Neural Network (ANN), Sequential architecture (TensorFlow-Keras)
Input features Stregmﬂow, precip%tati.on,. temperature + derived features (lags, rolling stats,
gradients, seasonality indices)
Output Multi-output (1-day, 2-day, and 3-day ahead forecasts)
Hidden layers 4

Neurons per layer 512 -256 - 128 - 64

Activation functions

ReLU (first three layers), Leaky ReLU (o = 0.1, final hidden layer)

Dropout rates 04-03-0.2

Optimizer Adam (initial learning rate = 0.001)

Loss function Custom weighted MSE (weights: Day 1 = 1.0, Day 2 = 1.2, Day 3 = 1.8)
Batch size 32

Epochs 200 (with early stopping, patience = 10)

Learning rate scheduler | ReduceLROnPlateau (factor = 0.5, patience = 5, minimum = 1 x 107°)
Validation split 30 % of training set

Callbacks EarlyStopping, ReduceLROnPlateau, TensorBoard

Evaluation metrics

MSE, MAE, NSE, KGE, CC
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Table 4. Statistical performance on the ANN model with different numbers of hidden layers

1-day ahead 2-day ahead 3-day ahead
No| Data Hidden layers forecast forecast forecast
CC |[KGE|NSE | CC |[KGE |NSE | CC |KGE | NSE
1 Daily 3layers (256; 128; 64) 0931091 |0.86|0.86| 0.83 |0.73]0.82| 0.80 | 0.66
2 streamflow 4layers (512;256;128;64)| 0.93 | 0.92 | 0.87 | 0.86 | 0.84 | 0.73 | 0.82 | 0.80 | 0.67
3 Slayers (512;256;128;64;32) | 0.92 | 0.91 | 0.84 | 0.85 | 0.81 | 0.73 | 0.81 | 0.79 | 0.65

The figure compares the 3-day
streamflow  forecasting performance
(Day 1 - 3) of ANN models with different
hidden layer structures, evaluated using
CC, NSE, and KGE. The hourly data-
based ANN with four hidden layers
(512 - 256 - 128 - 64) achieved the best
accuracy, particularly for Day 1 (CC =
0.99, KGE = 0.96, NSE = 0.98). When
daily-averaged flow was used, the four-
layer model also outperformed both
simpler three-layer and more complex
five-layer architectures (CC =0.93, KGE
=0.92, NSE = 0.87).

To overcome these limitations,
different ANN configurations were
tested using HYPE-simulated streamflow
together with meteorological predictors.
The comparative evaluation of three ANN
structures (3-layer, 4-layer, and 5-layer)
indicated that the four-layer ANN (512
- 256 - 128 - 64 neurons) consistently
outperformed both shallower and deeper
architectures. For one-day ahead forecasts,
the four-layer model achieved the highest
accuracy (CC=0.93, KGE =0.92, NSE =
0.87), slightly higher than the three-layer
ANN (NSE=0.86) and the five-layer ANN
(NSE = 0.84). For two-day and three-day
ahead forecasts, performance naturally
declined, with NSE dropping to 0.73 and
0.67, respectively. Nonetheless, the four-
layer model remained superior across all
lead times, indicating its robustness and
stability. These findings suggest that while
additional network depth may increase
representational power, it can also lead
to overfitting, whereas a moderately deep
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architecture provides an optimal balance
between learning complex patterns and
maintaining generalization.

The superior performance of the
four-layer ANN (512 - 256 - 128 - 64)
is attributable to an optimal balance
between representational capacity and
generalization. A three-layer network
appears to be slightly under-parameterized
for capturing the complex nonlinear
relationships in the hydrometeorological
features, resulting in higher bias.
Conversely, the five-layer network
increases parameter count substantially
and exhibits signs of overfitting given
the available daily dataset. The four-layer
architecture provides sufficient depth to
learn relevant nonlinear patterns while
remaining robust under dropout and
early-stopping regularization. This bias-
variance trade-off explains why additional
depth beyond four layers did not yield
further gains, and in some cases degraded
out-of-sample performance. Future work
should confirm this interpretation by
inspecting learning curves, performing
k-fold cross-validation, and testing
stronger regularization (e.g., weight
decay, batch normalization, or residual
connections) for deeper networks.

3.3. Streamflow forecasting using
the hybrid ANN-HYPE model

The hybrid HYPE-ANN model
exhibited  significant  improvements
in  short-term  inflow  forecasting
performance compared to the original
HYPE simulations. As shown in Figure




6, the ANN-based post-processing
effectively corrected systematic biases
and reduced the amplitude errors that
were evident in the direct outputs of the
HYPE model. The predicted hydrographs
closely followed the temporal patterns
of the observed inflows, capturing both
rising and recession limbs of hydrographs
with improved accuracy.

Quantitatively, the hybrid model
achieved notable increases in statistical
performance across all forecast horizons.
The one-day ahead forecasts achieved

Day 1 Prediction

—e— Actual Day 1

CC: 0.91
-x- Predicted Day 1

[ 100

a correlation coefficient (CC) of 0.91, a
Kling-Gupta efficiency (KGE) of 0.87,
and a Nash-Sutcliffe efficiency (NSE)
of 0.82, indicating excellent agreement
with observations. For two-day and three-
day lead times, the model maintained
good predictive skill, with NSE values
of 0.63 and 0.57, respectively (Figure
6). The gradual decline in accuracy
with increasing lead time reflects the
propagation of uncertainty over longer
prediction horizons, which is consistent
with hydrological forecasting theory.

Day 2 Prediction

—e— Actual Day 2
-x- Predicted Day 2

Flow
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KGE: 0.66
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Figure 6: The results demonstrated that the hybrid HYPE-ANN framework effectively
predicted daily inflows to the Pleikrong reservoir
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The ANN correction enhanced both the
magnitude and timing of simulated inflows,
particularly during high-flow events,
where the HYPE model alone tended to
underestimate peaks. By leveraging lagged
discharge, precipitation, and temperature
variables as inputs, the ANN successfully

learned the nonlinear relationships that the
process-based HYPE equations could not
fully capture. This hybridization enabled a
more realistic representation of short-term
flow fluctuations and improved the model’s

responsiveness to extreme rainfall events.

Day 1 Forecast with Uncertainty Band

Flow (m>/s)

—— Observed Day 1
== Predicted mean Day 1
Uncertainty (+10)

Day 2 Forecast with Uncertainty Band

Flow (m>/s)

—— Observed Day 2
== Predicted mean Day 2
Uncertainty (+10)

Day 3 Forecast with Uncertainty Band

Flow (m?/s)
]
g

—— Observed Day 3
== Predicted mean Day 3
Uncertainty (£10)

2018

2022

Figure 8: Forecast performance and uncertainty

Figure 8 further demonstrates that the
hybrid model provides stable and reliable
forecasts under varying hydrological
conditions. The ensemble-based
uncertainty analysis (+ 16 range) revealed
narrow confidence intervals during most
periods, indicating low dispersion among
ensemble members and confirming the
robustness of the ANN corrections.
Wider uncertainty bands were observed
primarily during peak discharge events,
reflecting the natural variability and
greater difficulty in predicting extreme
hydrological responses.

The results clearly demonstrate
that the hybrid framework effectively
reproduces both the magnitude and timing
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of observed inflows. For all forecast
horizons, the predicted hydrographs (red
dashed lines) closely follow the observed
flows (blue lines), particularly during
periods of rising and receding discharge.

The one-day forecast shows
excellent agreement with observed
data, with only minor deviations during
extreme peak events. The two-day
and three-day forecasts maintain good
consistency, though a gradual widening
of the uncertainty bands can be observed,
reflecting the expected increase in
predictive uncertainty over longer lead
times. Despite this, the predicted values
remain within the confidence intervals for
most periods, confirming the robustness



and stability of the hybrid model.

The relatively narrow uncertainty
ranges across the majority of time steps
indicate that the ANN post-processor
provides reliable corrections to the HYPE
outputs, minimizing random errors and
systematic biases. Broader uncertainty
bands are observed during high-flow
events, which is typical in hydrological
modeling due to input uncertainty and
nonlinear catchment responses.

Furthermore, the findings corroborate
earlier work by MDPI (2021), which
demonstrated the operational relevance
of a HYPE-ANN hybrid model for
hydropower  production  forecasting.
By combining the physical consistency
of HYPE with the nonlinear learning
capability of ANN, the present study
confirms that hybrid approaches can not
only reduce systematic errors but also
deliver actionable improvements for water
resources management. Overall, the HYPE-
ANN framework presented here provides
a reliable and efficient methodology for
daily inflow forecasting in the Pleikrong
reservoir, and has strong potential for
broader application to other data-scarce and
hydrologically complex catchments.

4. Conclusion

This study developed a hybrid
HYPE-ANN framework for daily inflow
forecasting at the Pleikrong Reservoir
in Vietnam’s S€ San River Basin. The
calibrated and validated HYPE model
reasonably  reproduced  streamflow
dynamics but showed systematic biases,
particularly under high-flow conditions.
Incorporating an artificial neural network
(ANN) as a post-processing component
significantly enhanced predictive accuracy
across short-term horizons. Among the

tested configurations, a four-layer ANN
architecture (512 - 256 - 128 - 64 neurons)
achieved the best performance, with CC =
0.93, KGE = 0.92, and NSE = 0.87 for
one-day-ahead forecasts, and maintained
stable results up to three-day horizons.

These findings highlight two key
insights. First, hybrid modeling can
effectively mitigate systematic errors
inherent in process-based hydrological
models, improving forecast reliability for
operational applications. Second, a well-
structured ANN, even with a conventional
architecture, can serve as a robust and
computationally efficient tool for inflow
prediction in data-scarce regions, where
deep learning models may be impractical.

Beyond methodological advances,
the proposed hybrid framework provides
tangible benefits for water resources
management, including more reliable
short-term inflow forecasts to support
reservoir operation, hydropower
scheduling, and flood risk mitigation
in monsoon-driven catchments. The
approach also demonstrates transferability
to other basins facing hydrological
variability and limited observations.
Future research should focus on extending
this framework for real-time applications
and evaluating its performance under
projected climate change conditions to
strengthen adaptive and sustainable water
management strategies.
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Abstract

Typhoons and Tropical Depressions (TDs) are among the natural disasters that
cause severe consequences in terms of both human lives and property. Accurately
forecasting the intensity, track, and resulting heavy rainfall and strong winds from
typhoons and tropical depressions remains a very challenging problem. As is known,
during their life cycle (existence, development, and movement), the intensity of
typhoons in the East Vietnam Sea changes quite complexly, with periods of weakening
and periods of rapid intensification. Upon making landfall, due to friction, typhoons
and tropical depressions generally weaken quickly. However, some storms maintain
strong intensity and persist for a relatively long duration, causing extensive damage.
Understanding the changes in typhoons enables us to implement preventive measures
and mitigate damage in the work of disaster prevention and control. In this paper,
I will present the change in typhoon activity affecting Vietnam using a statistical
method. The paper has collected data on Tropical Cyclones (TCs) operating in the East
Vietnam Sea and affecting Vietnam from the National Center for Hydro-Meteorological
Forecasting (NCHMF) and the Japan Regional Specialized Meteorological Centre
(RSMC) from 1961 to 2024. Statistical analysis of strong typhoons and their damage
to our country from 2006 to the present shows that typhoons are tending to become
stronger, accompanied by severe losses of life and property. The report has identified the
changes in TC activity in recent years, which are positively significant for forecasting

and natural disaster risk prevention.
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1. Introduction forecasting the intensity, track, and

Typhoons and tropical depressions resulting heavy rainfall and strong winds

are among the natural disasters that cause from typhoons and tropical depressions

severe consequences in terms of both
human lives and property. Accurately

remains a very challenging problem. Due

to the critical importance of the weather
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forecasting problem, typhoons have
become the subject of many domestic and
international forecasting research works.

Due to the impact of Climate Change,
global temperatures are rising, and with
this, the activity of tropical cyclones
has also changed. Recent studies have
reinforced these findings. The IPCC AR6
(2021) confirmed that tropical cyclones
have shown an increasing proportion of
Category 4 - 5 storms globally since the
1970s, with projected increases in rainfall
intensity and coastal flooding risk. The
World  Meteorological  Organization
(WMO, 2024) reported a noticeable
poleward migration of intense typhoons
in the Western North Pacific and stronger
rainfall cores linked with ocean warming.

In Vietnam, the Institute of
Meteorology, Hydrology and Climate
Change (IMHEN, 2023) and the National
Centre for Hydro-Meteorological
Forecasting (NCHMF) have observed
a reduction in total storm count but an
increase in the share of intense typhoons
(> Category 3) since 1990. These findings
provide a global and national context
supporting the importance of this study.

P. J. Webster et al. (2005) examined
the number of tropical cyclones, the
number of tropical cyclone days, and
tropical cyclone intensity over 35 years, in
an environment of increasing sea surface
temperature. The study showed a large
increase in the number and proportion of
storms reaching Category 4 and 5. The
largest increase occurred in the North
Pacific, Indian Ocean, and Southwest
Pacific, and the smallest percentage
increase occurred in the North Atlantic.
These increases have taken place while
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the number of tropical cyclones has
decreased in all basins except the North
Atlantic over the past decade.

Greg J. Holland et al. (2007)
suggested that the general trends in SST
and the number of typhoons and tropical
cyclones are significantly influenced
by greenhouse gas warming. The study
also indicated that large-scale climate
oscillations intensify severe storm
activity.

James B. Elsner et al. (2008), using
satellite-derived wind speed estimates
from tropical cyclones over the 25 years
1981 - 2006, indicated that the strongest
tropical cyclones are becoming stronger.
The result is theoretically consistent as
sea surface temperatures increase, giving
the ocean more energy to convert into
tropical cyclone winds. The increase in
the intensity of global tropical cyclones is
up to 3,5 to 4,5 % during the period 2007
- 2019 compared to the previous baseline
period (1981 - 2006). All individual
basins show an increasing intensity trend,
with the North Atlantic and western
North Pacific basins showing a spatially
consistent increase across percentiles
(James B. Elsner, 2020).

Julio T. Bacmeister et al. (2016)
evaluated the performance of a global
model with a 28km horizontal resolution
using sea surface temperature (SST)
adjusted for systematic error. The impact
of mitigation from RCP8.5 to RCP4.5 was
explicitly examined and compared with
uncertainties arising from SST projections.
Results show a decrease in global TC
activity ina warming climate. This decrease
is somewhat less pronounced in RCP4.5
than in RCP8.5. Conversely, the frequency



of very intense TCs is projected to increase
significantly in a warmer climate, with the
majority of the increase concentrated in
the western North Pacific basin. Extreme
rainfall associated with storms is also
projected to become more common. The
frequency of extreme rainfall events can be
reduced through mitigation from RCP8.5
to RCP4.5.

Kohei Yoshida et al. (2017)
evaluated global Tropical Cyclone (TC)
activity using simulations for present
and 4 K warmer surface climates with
a 60 km global atmospheric model. The
global number of TCs decreases by 33
% 1in the future projection. Although
TC generally decrease
geographically, they increase in the
central and eastern extratropical regions
of the North Pacific. Meanwhile, the
number of very intense TC occurrences
(Category 4 and 5) increases over a
broader area, including Southern Japan
and Southern Madagascar. Maximum
surface wind speed and rainfall rate
exhibit global increasing trends. Changes
in regional TC activity have uncertainties
corresponding to sea surface temperature
warming patterns.

Y. Wang, C.-C. Wu, (2004) studied
the maximum potential intensity of
typhoons, showing that mesoscale
processes, which create asymmetry in
the TC core region, play a major role
in TC structure and intensity changes.
These include inner and outer spiral
rainbands, convectively coupled Rossby
waves, eyewall replacement cycles, and
mesovortices within the TC circulation. It
is also through these inner-core processes
that the external environmental flow

occurrences

affects TC structure and intensity changes.
Boundary layer processes play a crucial
role in TC formation, maintenance, and
decay.

In Vietnam, there have also been
many research works on the change in
typhoon activity in the East Vietnam Sea.
Tran Quang Duc et al. (2020) used three
datasets (Unisys Weather, JTWC, and
RSMC) to perform typhoon classification
and statistically calculate the number of
typhoons and typhoon days for different
periods and compare them. By classifying
typhoons into 3 groups based on wind
speed level: normal typhoon, strong
typhoon, and very strong typhoon, the
results clearly showed signs that typhoons
in the East Vietnam Sea are becoming
stronger.

Nguyen Phuong Anh et al. (2022)
evaluated typhoons in the East Vietnam
Sea and storm surges along the North
Central Coast during the historical
climate period (1951 - 2010) and the
future climate period (2051 - 2110) to
support the development of response
and planning options. Typhoon data for
these two periods were collected from the
results of the MRI-CGCM3 model, part
of the Coupled Model Intercomparison
Project Phase 5 (CMIPS). For the 2051 -
2110 period, the MRI-CGCM3 model was
applied to the highest emission scenario
(RCP 8.5) to simulate future typhoons. The
results show a trend in typhoon change in
the future climate: strong typhoons tend
to shift southward, concentrating more
along the coast of Thanh Hoa - Ha Tinh,
and occurring later. The number of weak
and moderate typhoons tends to decrease,
while the number of strong and very strong
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typhoons tends to increase compared to
the current climate period.

Tran Thuc et al. (2024) assessed
the increase in heavy rainfall hazards
associated with typhoons in the past and
projected it for the future according to
climate change scenarios. From this, they
provided an assessment of the increasing
risk of natural disasters due to climate
change. The research results indicate that
recently there has been an increase in the
intensity and frequency of heavy rainfall
during typhoons in the Central Vietnam
region, with an average increase of about
27 %. In the future, under the RCP8.5
scenario, the probability of one-day
maximum rainfall exceeding 100 mm/
day increases during the early and mid-
century across the entire Central Vietnam
region, with the increase potentially
reaching 20 %.

The influence of ocean-atmosphere
interaction factors on the intensity and
track of typhoons. Le Dinh Quang (1997,
2000) studied the impact of sea surface
temperature on the intensity and track of
TCs in the East Vietnam Sea during the
period 1995 - 1997. The research results
showed that sea surface temperature
affects TCs. Specifically, a TC moving
over a “warm streak” of sea temperature
is likely to further develop or maintain
intensity, whereas if it moves over a cold
trough, it will fill or dissipate.

Nguyen Thi Thanh et al. (2020)
studied the relationship between sea
surface temperature and the maximum
potential intensity of typhoons in the East
Vietnam Sea region. The authors used the
empirical distribution function method
to study the relationship between SST

230

and the intensity of typhoons operating
in the East Vietnam Sea based on a 35-
year dataset (1982 - 2016) of typhoons
and SST. The results show that in the
East Vietnam Sea region, the maximum
typhoon intensity increases rapidly in
temperature groups below 26 °C, then
increases more slowly in the groups from
27 - 30 °C, and decreases in the 31 °C
group. Therefore, a natural logarithmic
(In) empirical function was constructed
to represent the statistical relationship
between the maximum potential typhoon
intensity and sea surface temperature,
with a temperature limit less than 30.5
°C. The research results help provide
quick assessments of the upper limit of
typhoon intensity that can be achieved
when information about SST in the East
Vietnam Sea region is available.

Vu Van Thangetal. (2021) researched
the factors and mechanisms influencing
the change in intensity and track of TCs in
the East Vietnam Sea to propose an early
forecasting method. The main objective
of the research is to determine the role and
mechanism of influence of external and
internal factors on the change in intensity
and track of tropical cyclones in the East
Vietnam Sea. Based on this, they aim
to develop a method for forecasting the
intensity and track of tropical cyclones in
the East Vietnam Sea for a 1 - 3 days lead
time, focusing on cases where the storm’s
intensity changes abruptly (through the
RPImetric) and its direction of movement.
To evaluate the impact of internal and
external factors on the abrupt change in
intensity and track of tropical cyclones in
the East Vietnam Sea, the research will
utilize factors such as vertical wind shear,



cold air, the ridge of the Western North
Pacific Subtropical High, the Fujiwara
effect, the Madden - Julian Oscillation,
sea surface temperature, eyewall radius,
convective cloud bands, cloud top
temperature,  secondary  circulation,
topography, hot core, humidity anomaly,
and ocean heat flux. The project uses the
HWRF model as a simulation tool and
also to build a high-resolution operational
forecasting model system. Additionally,
the project also aims to build a statistical
forecasting model based on the NCEP’s
SHIPS approach.

In general, the studies have shown
that in recent years, there has been a
change in typhoon activity, such as a
trend towards a decrease in the number of
tropical cyclone activities but an increase
in the intensity of strong typhoons.
However, the research mainly focuses on
the change in storm activity based on the
warming of sea surface temperature and
concentrates on the Oceans or the East
Vietnam Sea. In this report, the author
will use a statistical method to analyze the
change in TC activity in the East Vietnam
Sea affecting Vietnam regarding the
frequency of activity, temporal variation,
and the relationship between the duration
of typhoons (10 days or more) and their
lowest pressure.

2. Theoretical framework and
methods

2.1. Theoretical framework

Tropical Cyclone (TC) data were
collected from the National Centre for
Hydro-Meteorological Forecasting
(NCHMF) of Vietnam and the Digital
Typhoon: Typhoon List from the Japan

Meteorological ~ Agency’s  Regional
Specialized  Meteorological ~ Centre
(RSMC), covering the period 1961 - 2024.

Storms were identified when they either
formed within or entered the East Vietnam
Sea (EVS), bounded approximately by 5 -
25 °Nand 105 - 120 °E.

The NCHMF data were primarily
used to identify storms directly affecting
Vietnam’s mainland, while the RSMC
Tokyo dataset (JMA) was used to
verify storm tracks, central pressure,
and maximum sustained wind. Storms
designated as tropical depressions or
stronger in both datasets were included
for consistency.

The collected data includes: Number
of TCs active over the East Vietnam Sea
and affecting Vietnam; TC intensity;
Maximum Sustained Wind Speed (MSW);
TC duration (lifespan); Damage caused
by severe TCs in Vietnam.

2.2. Methods

To assess the trend of change in the
number of TCs over the EVS and those
affecting Vietnam, the analysis relies on
the standardized anomaly of the TC count
and TC duration.

Method: In
addition to linear regression, the non-
parametric Mann-Kendall trend test was

Trend Assessment

applied to assess the statistical significance
of each detected trend. A confidence level
of 95 % (p < 0.05) was used to confirm
the robustness of the results.

The mean value of the data series is
calculated
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The Linear Regression Trend
Method is used to analyze the regression
function between the dependent variable
x and the time variable t, denoted as
x = f(t). If f(t) is a linear function, the
trend is considered linear. The regression
equation used is:

x(t)y=axt+b
D >
V(%) (1)

: b=

where x is the value of the function, t is the
time variable, and a, b are the regression
coefficients. The coefficient a indicates the
slope and direction of the trend (increasing
when a > 0 or decreasing when a < 0). The
absolute value of a indicates the magnitude
of the change over time. The coefficients a
and b are determined by the formulas:

] n - ] n
_me! b= ;th

n

X—al; x=

where x™ and t” are the arithmetic means of x and t, respectively.

3. Results and discussion

3.1. Change in tropical cyclone activity
firequency over the East Vietnam Sea

The three sub-periods (1961 -
2024, 1985 - 2024, and 1995 - 2014)
were selected to capture both long-term
and decadal variability. These intervals
correspond to distinct phases of ENSO
activity, shifts in the Pacific Decadal
Oscillation, and changes in the operational
observation network of the region.

Figure 1 shows the evolution of the
annual standardized anomaly of TC count
and the TC trend over the EVS for the entire
1961 - 2024 period and two sub-periods
(1995 - 2014 and 1985 - 2024). On average,
the number of TCs shows a slight increasing
trend of 0.22 storms over 64 years, or 0.04
storms/decade. However, trends vary by
period: the 1995 - 2014 period showed a
decreasing trend of 0.72 storms over 20
years (0.36 storms/decade). The 1985 -
2024 period showed a decrease of 1.41
storms over 40 years (0.35 storms/decade).
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Figure 1: Standardized anomaly of tropical cyclone count over the East Vietnam Sea,
1961 - 2024
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Figure 2 presents the average
standardized anomaly of the annual TC
count over six decades (1961 - 1970;
1971 - 1980; 1981 - 1990; 1991 - 2000;
2001 - 2010, 2011 - 2020) and the final
four years (2021 - 2024). The average
annual TC count in the first two decades
was 0.9 storms below the Long-Term
Mean (LTM), the 1981 - 1990 decade

was 0.3 storms below the LTM, the 1991
- 2000 decade was about 0.1 storms
above the LTM, the 2001 - 2010 decade
was 0.6 storms below the mean, and the
2011 - 2020 decade was 0.6 storms above
the LTM. There is a sharp decrease in the
final years (2021 - 2024), with a reduction
of 2.8 storms below the LTM.
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Figure 2: Average standardized anomaly of tropical cyclone count over the
East Vietnam Sea in different periods

3.2. Change in tropical cyclone activity frequency affecting Vietnam
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Figure 3: Standardized anomaly of tropical cyclone count affecting Vietnam, 1961 - 2024
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Figure 4: Average standardized anomaly of tropical cyclone count affecting Vietnam in
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Figure 3 shows the annual standardized
anomaly of TC count and the trend for
TCs affecting Vietnam for the entire 1961
- 2024 period and two sub-periods (1995
- 2014 and 1985 - 2024). On average, the
number of TCs affecting Vietnam shows
a decreasing trend of 1.72 storms over 64
years, or 0.29 storms/decade. Sub-period
trends show different rates of change: 1995
- 2014 saw a decrease of 1.31 storms over
20 years (0.65 storms/decade). The 1985
- 2024 period showed a more significant
decrease of 4.56 storms over 40 years (1.14
storms/decade).

Figure 4 presents the average
standardized anomaly of the annual TC
count affecting Vietnam over six decades
and the final four years (2021 - 2024).
The average annual TC count in the first
decade (1961 - 1970) was 0.45 storms
below the LTM. The three subsequent
decades (1971 - 1980, 1981 - 1990, and
1991 - 2000) showed an increased TC
count, ranging from 0.9 to 2.6 storms
above the LTM. The last two decades and
the 2021 - 2024 period showed a decrease,
ranging from 0.1 to 0.8 storms below the
LTM.

3.3. Change in tropical cyclone duration affecting Vietnam
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Figure 5: Standardized anomaly of tropical cyclone duration over the East Vietnam Sea
affecting Vietnam, 1961 - 2024

The average duration of TCs that
form over or enter the EVS and affect
Vietnam is 69.2 hours.

Figure 5 shows the standardized
anomaly of TC duration over the EVS
affecting Vietnam and the trend for the
1961 - 2024 period. The average TC
duration shows a decreasing trend of 4.22
hours over 62 years (excluding 2002 and
1976 when no storms affected Vietnam),
or 0.7 hours/decade.
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3.4. Variation in TCs with a Lifespan
of 10 Days or More

Figure 6 1is a composite plot
illustrating the duration and Maximum
Sustained Wind Speed (MSW) for TCs
over the EVS with a lifespan of 10 days
or more. Figure 6 indicates that most TCs
in the dataset have durations ranging from
10 to 14 days, with some storms lasting
longer, such as Typhoon Wayne (1986),
which persisted for 18 days and directly
impacted Vietnam.



15.0

10.0

(sfiep) uoneing
_ -
-\-'\-\.

5.0 |

1 I

0.0 | & & 8 % B % B 8 8 0 8§ 0 § § |

& @ e o

wwwwww

| Fie OPEratonal TIMe ana IoWEsT pressure of A Tropical CyCIone 1asting Ten aays of more in e
17.5 East Sea [

24ns5eud 50
I

i & & & & B § ® § ¥ § ® §F B &

@ o o B

Figure 6: Tropical cyclone duration and minimum central pressure over
the East Vietnam Sea

The Maximum Sustained Wind Speed
(MSW) of these TCs ranges between 920
and 950 mb (hPa). TCs with lower MSW
generally correspond to stronger storms.
For instance, Typhoon Wendy (1968),
with an MSW of 920 hPa, was one of the
strongest.

There is no clear direct correlation
between TC duration and MSW. Some
long-lasting storms do not necessarily
have the lowest MSW, such as Typhoon
Wayne (1986), which lasted 18 days
but had a minimum pressure of 955 mb.
However, storms with very low pressure
(below 930 mb) tend to persist longer,
which is reasonable as more intense
storms often have a greater resilience
before dissipation over the ocean.

4. Conclusion

This paper collected Tropical
Cyclone (TC) data over the East Vietnam
Sea (EVS) and those affecting Vietnam
from the National Centre for Hydro-
Meteorological Forecasting and the
Japan Meteorological Agency’s Regional
Specialized  Meteorological ~ Centre

(RSMC), covering the period 1961 - 2024.
The study employed linear regression
trend analysis between the dependent
variable (TC frequency/duration) and
the time variable to examine the trends
of change. Results indicate that: The
frequency of TC activity over the EVS
shows a slight increasing trend of 0.22
storms over 64 years (0.04 storms/decade).
However, the frequency of TCs directly
affecting Vietnam shows a decreasing
trend of 1.72 storms over 64 years (0.29
storms/decade).

The average TC duration over the
EVS affecting Vietnam is 69.2 hours and
is currently on a decreasing trend of 4.22
hours over 62 years (0.7 hours/decade).
Analysis of the relationship between
long-duration TCs (=10 days) over the
EVS and their Maximum Sustained Wind
Speed (MSW) indicates that TCs with
lower pressure generally correlate with
higher intensity. There is no strong linear
correlation between duration and MSW.
Some long-lasting storms do not exhibit
the lowest pressures. Nevertheless, TCs
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with very low pressure (below 930 mb)
tend to persist longer.

Statistical analysis of severe TCs and
their damage to Vietnam since 2006 confirms
a trend of increasing storm intensity, which
1s accompanied by severe losses in human
lives and property. This study provides an
updated quantitative assessment of typhoon
activity changes over the East Vietham Sea
from 1961 - 2024.

By applying standardized anomalies,
linear regression, and Mann-Kendall
significance testing, the analysis offers
a statistically validated picture of long-
term and decadal variability in storm
frequency, duration, and intensity. The
results reveal contrasting trends between
storms forming over the East Vietnam Sea
and those making landfall in Vietnam.
Unlike earlier descriptive studies, this
paper emphasizes statistical validation and
highlights recent intensification patterns
relevant for improving forecasting models
and climate resilience planning.
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